ABSTRACT
NEXT GENERATION DIGITAL VECTOR

MAGNETOGRAPH; HIGH CADENCE,
PRECISION AND RESOLUTION

by
Thomas J. Spirock

The first Digital Vector Magnetograph (DVMG) was developed for the Big Bear Solar
Observatory. This is a critical instrument for studying the evolution of the magnitude and
direction of the magnetic field on the surface of the Sun. The DVMG uses the wavelength
shift and Stokes polarization components (I, U, Q & V), of the Ca I line at 610.3 nm
resulting from the Zeeman effect, to measure the solar magnetic field.

The DVMG combines three characteristics to properly study the dynamics of
solar magnetic fields that have not been readily available in earlier magnetographs. The
essential characteristics are high time cadence (1 minute), high spatial resolution (1 arc-
sec / pixel) over a large field of view (300 arc-sec x 300 arc-sec) and high quality.
Measurements of the longitudinal magnetic field acquired with this cadence have a noise
level of ~10 Gauss while measurements of the transverse magnetic field have a noise
level of ~100 Gauss. Note that the typical strength of magnetic fields in sunspots is
>1000 Gauss. Longitudinal magnetogram noise can be reduced to below 5 Gauss, if the
integration time is increased to ~5 min, especially when using post-processing techniques
such as image selection and alignment. Vector magnetograms can be obtained and plotted
in near real-time to help determine the likelihood that any particular active region will
produce a flare and can be obtained at this rate continuously to study the evolution of the

vector magnetic field.



DVMG observations have shown that there are rapid changes in the photospheric
magnetic field. These findings are contrary to the long-held belief that the photospheric
magnetic field is strongly locked in place by solar material and can not change rapidly.
The magnitude of the magnetic field of the leading polarity tends to increase while the
following polarity tends to decrease, but by a smaller amount. Also, after many flares, the

magnetic field tends to become more vertical at locations some distance from neutral line.
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CHAPTER 1

INTRODUCTION

1.1 Solar Basics and Space Weather

The Sun, a typical main-sequence star, is a self-gravitating hot ball of gas with a radius of
6.96 x 10° km., a mass of 1.99 x 10*® grams, a luminosity of 3.86 x 10> ergs/sec with an
age of approximately 4 % billion years and is primarily composed of hydrogen and
helium. Via nuclear fusion, the Sun converts hydrogen into helium, neutrinos and energy,
thus providing the Earth with its life sustaining light. Activity on the Sun, in the form of
solar flares, Coronal Mass Ejections (CMEs) and coronal holes, can effect the near-Earth
space environment. The term “space weather” specifically refers to the conditions of the
near-Earth interplanetary environment which can influence the performance and
reliability of space and ground-based systems [1].

Solar flares, CMEs and coronal holes can emit huge bursts of radiation and high-
energy particles into interplanetary space, sometimes explosively. These events are
ultimately caused by the interaction of very strong magnetic fields (~1000 Gauss) on the
surface of the Sun with the material which composes the solar surface and the solar
atmosphere. Depending on the direction that these emissions of radiation and high energy
particles are emitted, and depending on the configuration of both the interplanetary
magnetic field and the magnetic field of the Earth, these high energy emissions can effect
the condition of the near-Earth space environment in a way that can significantly, and

negatively, effect Earth bound systems and satellites in orbit ([2] is an



excellent comprehensive summary of the various effects that space weather can have on
technological and human systems, which will be briefly discussed in the following few
paragraphs). Figure 1.1 shows examples of near-Earth and Earth-bound systems which

can be effected by space weather (courtesy [3]).
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Figure 1.1 Examples of near-Earth and Earth-bound systems which
can be effected by space weather.

The space surrounding the Sun is filled with a tenuous gas, known as the corona,
which is made up of charged particles, with a density on the order of a few particles per
cubic centimeter. Despite the extremely low density of this plasma, it still exhibits many
properties of an ordinary gas, such as pressure and density. The temperature and density
of the corona decrease with increasing distance from the Sun. This decrease in
temperature and density causes a pressure gradient which is sufficient to overcome the

force of the gravity of the Sun and blow the coronal gas away from the Sun. This outflow



of plasma from the Sun is known as the solar wind and constitutes the outer solar
atmosphere which extends for many billions of kilometers.

Figure 1.2 shows a Large Angle and Spectromagnetic Coronagraph (LASCO)
image from the Solar & Heliospheric Observatory (SOHO) spacecraft. The inner white
circle represents the size and location of the Sun while the outer blue circle represents the
occulting disk (to avoid saturation of the instrument) of the coronagraph. The bright jet-
like features to the lower-right, lower-left and upper-left of the Sun are areas of relatively
high particle density due to activity on the solar surface. The two long and thin features to

the lower-right of the Sun are sun-grazing comets. (Image courtesy [4].)

Figure 1.2 The solar corona.

The solar wind is a continuous stream of charged particles. However, the intensity
and speed of the solar wind can be highly variable. This variability in intensity and speed

is a direct result of activity on the surface of the Sun, which is driven by the solar



magnetic field. Due to the fact that the plasma of the solar wind is highly electrically
conductive, the solar wind can drag the magnetic field of the Sun into interplanetary
space. These charged particles, which pass the Earth at hundreds of kilometers per
second, and their associated magnetic field, can interact with the magnetic field of the
Earth.

Energetic events on the Sun, that can effect the Earth and the near-Earth
environment in the short term, can, basically, be divided into three categories: solar
flares, CMEs and coronal holes. A solar flare is a rapid rearrangement of the solar
magnetic field which releases great amounts of radiation, at all wavelengths, and charged
particles [5]. A CME is the ejection of a mass of solar material which carries with it the
solar magnetic field into interplanetary space [6] [7] [8]. A coronal hole is a region of

open magnetic field in the solar corona. These three events may, or may not, be related to

each other depending on the specific circumstances of the state of the solar atmosphere.

Figure 1.3 Examples of a solar flare (left), a CME (center) and a coronal hole (right).

Figure 1.3 shows examples of a solar flare (left), a CME (center) and a coronal
hole (right). The left image is a portion of an Ha (626.3 nm) full-disk image from the Big

Bear Solar Observatory (BBSO). The flare is the bright region above and slightly to the



left of the center of the image. The center image is from LASCO onboard the SOHO
spacecraft. The CME is the light-bulb shaped object above the occulting disk. The right
image is from the Extreme Ultra-Violet Imaging Telescope (EIT) onboard the SOHO
spacecraft. The coronal hole is the dark object which extends from center-right to the
bottom portion of the image. (Ha. image courtesy [9]. LASCO and EIT images courtesy
[10D).

These events can greatly increase the density and energy of the solar wind [11]. If
ejected from the Sun in the path of the Earth, the Earth can be showered with high energy
charged particles. These great masses of changed particles can carry with them the very
intense, and twisted, remains of the magnetic field from the surface of the Sun. If the
direction of the magnetic field, as carried by these charged particles, is orientated in such
a direction that it is opposite to the direction of the magnetic field of the Earth the two
fields can cancel. This process is known as magnetic reconnection, which weakens the
magnetic field of the Earth in the direction of the Sun. The free magnetic energy released
during the reconnection of the fields is converted into kinetic energy of the changed
particles. The weakening of the magnetic field of the Earth and the high energy of the
charged particles of the solar wind allows these charged particles to easily penetrate the
magnetic field of the Earth.

These charged particles can have sufficient energy to penetrate the outer reaches
of the magnetic field of the Earth. The magnetic field of the Earth tends to deflect the
charged particles into regions within approximately 30° of the poles where the field lines
converge. These particles can reach the upper atmosphere causing such harmless effects

as the northern and southern lights.



However, not all of the effects of these high-energy particles are benign. The
bombardment of the upper atmosphere by high-energy particles can cause the atmosphere
to heat and expand which increases atmospheric drag on low orbiting satellites. Such
particles also represent a significant radiation hazard to astronauts [12] and the avionics
and crews of commercial airline flights on polar routes [13]. For example, the passengers
and crew on such an airline flight can receive the equivalent of a chest x-ray during a
typical storm.

Solar flares also emit great amounts of X-rays and radio noise. In addition to the
high-energy particles that collide with the molecules of the atmosphere of the Earth
which enhance the ionosphere, this radio noise can interfere with radio communications
and GPS based navigation systems [14].

Particles ejected from the Sun during a solar flare or CME can also effect
satellites in orbit [15]. Particles with relatively low energies can immerse satellites in a
cloud of changed particles which can charge the surface of satellites to negative voltages.
These voltages, which can reach 10 kilovolts in a storm, can build up to the point where
they can produce sparks which can cause electrical transient signals, which can mimic
real signals. These so called “phantom commands” can interfere with real control signals
transmitted from control stations on the ground.

Charged particles of moderate energy can penetrate the insulating surface of
spacecraft where they can build up a change to the point that an arc can be formed which
can damage the electronics in the spacecraft. This process is known as deep dielectric
discharge [16]. High energy protons cause radiation damage to the solar cells that power

satellites reducing their efficiency and, thus, the operational lifetime of the satellite. The



charged particles with the highest energy can directly penetrate electronic circuits within
satellites and damage memory chips and microprocessors.

The flow of changed particles along the magnetic field lines of the Earth creates
strong electric currents that can interfere with the control and pointing systems of
satellites and can produce sudden changes in the local magnetic field at the surface of the
Earth. These currents can introduce strong torques in satellites, especially in the auroral
zone, which can cause uncontrolled tumbling of satellites. These sudden changes in the
magnetic field of the Earth near the ground can induce strong currents in electric power
grids, causing overloads [17] and the acceleration of corrosion in long pipelines as
currents flow between pipe and soil. These currents can also interfere with the testing of
microchips which requires the measurements of very low level currents.

Strategies for reducing the impact of space weather events rely, chiefly, on early
warning so that satellites can avoid risky maneuvers, astronauts can seek safety, polar
commercial airline flights can be rerouted and civilian and military communications can
be shifted to methods that are less effected by a space weather event. Commercial and
government satellite operators and utility power companies are interested in knowing
when a storm is likely to disrupt their service. The goal of space weather research is to be
able to predict when a storm is coming with sufficient lead time to make the proper
preparations to minimize the effects a storm might have on these systems. In addition, the
knowledge gained by the study of the Sun and how solar flares effect the near-Earth
space environment can provide engineers the information required so that satellites, and
Earth bound systems that can be effected by a space weather event, can be designed to

survive the largest expected event over their design lifetime.



Considering the myriad effects that space weather can have on technological
systems, it is important that the mechanism which causes storms in space be understood.
Since solar flares and CMEs are the primary sources for the high-energy charged
particles that can cause a storm, and the fact that solar magnetic field reconnection events
are the result of the release of great amounts of energy stored in the magnetic fields on
the surface of the Sun which have been highly twisted by the turbulent motions of the
solar material, knowing the morphology of the three-dimensional magnetic field, at the
surface of the Sun, is of great importance in predicting the probability of solar flares.

In addition to understanding how the Sun effects the near-Earth environment,
detailed observations of the Sun have many other applications. Due to its close proximity
to the Earth, the Sun is the only star in the universe that can be studied in high resolution
detail. Thus, the Sun can be used as a proxy to test models of stellar structure and
evolution. Because of the temperatures and pressures present in the Sun, which are
conditions far in excess of that which can be produced in the laboratory, in addition to its
very large physical size, the Sun can be used as a unique laboratory to test theories and
computer models for studies of atomic, nuclear and plasma physics as well as

magnetohydrodynamics.

1.2 Structure of the Sun and Solar Activity
The interior of the Sun can be divided into two distinct regions the radiative zone and the
convection zone, each having its own specific physical characteristics as defined by its
local temperature, pressure and density. The primary difference between these two

regions is the way that energy is transported through each. The inner region of the solar



interior, out to approximately 70% of the radius, is known as the radiative zone, through
which energy is transported, over about a million years, by radiative diffusion. The
innermost region of the radiative zone, out to approximately 25% of the solar radius, is
known as the core and is where the temperature and pressure are sufficiently high to
allow the fusion of hydrogen atoms which produces energy, heavier elements and
neutrinos. Figure 1.4 shows a cutaway drawing indicating the different regions of the Sun
(Courtesy [18]).

Above the radiative zone, and extending to the surface, is the convection zone,
where material is transported to the surface, over approximately a month (the so-called
dynamical timescale), by turbulent convection. The transition from radiative transfer to
convective transfer occurs because the Sun is cool enough at that location that nuclei
begin to capture electrons, which gives rise to a sharp opacity gradient that induces a
convective instability. Due to the fact that the density near the bottom of the convection
zone is on the order of one million times that near the top of the convection zone, only a
very small percentage of the material at the bottom of the convection zone would reach
the surface within any given month. Furthermore, it would take approximately 100,000
years for the heat currently stored in the convection zone to be radiated away by the
luminosity of the Sun (the so-called thermal timescale of the Sun). The photosphere, the
top of the convection zone and the visible surface of the Sun, has a temperature of
approximately 6000 K and is approximately 500 km thick and is from where virtually all
of the visible light from the Sun, known as the solar spectrum, radiates. This region, at
the top of the convection zone, emits its energy radiatively because the sharp local

density gradient suppresses convention.
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Figure 1.4 Structure of the Sun.

Above the photosphere there are two distinct layers of the solar atmosphere. The
inner most region of the atmosphere is known as the chromosphere and extends to a
height of approximately 1,500 km above the photosphere. The outer region of the
atmosphere is the corona which extends many million of km into space. The Earth, in
fact, orbits within the tenuous corona.

The Sun has a general dipole magnetic field on the order of one to two Gauss in

the photosphere, as compared to the dipole magnetic field of the Earth which is
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approximately Y2 Gauss. It should be noted, however, that the general magnetic field of
the Sun does not result from a dipole within the Sun but from the accumulation of many
small photospheric magnetic fields, of like polarity, in the polar regions above 50° solar
latitude.

The solar plasma has a high electrical conductivity (1x10™ to 20 ohm/cm) due to
the fact that it contains a very high concentration of charge carriers. As the solar plasma
moves, relative to the general dipole magnetic field of the Sun, a current is induced in the
plasma. By Lenz’s law, this current will be in such a direction as to generate a magnetic
field that will oppose the motion. Because of the high electrical conductivity of the
plasma, and the fact that the characteristic scales on the Sun are so large, the current
induced in the plasma, and, thus, the magnetic field generated by the induced current, can
persist for a long time. The net result of this effect is that the magnetic field is essentially
frozen into the solar plasma. Therefore, not only can the general dipole magnetic field of
the Sun effect the motions of the solar plasma but the motions of the solar plasma can
literally drag the local magnetic field along with it.

The most obvious manifestation of solar activity are sunspots. sunspots are dark
patches on the surface of the Sun which can be from 1,000 km (the smallest pores) to
40,000 km (the largest spots) in diameter, as compared to the Earth with has a diameter of
12,000 km. sunspots usually appear in groups, known as active regions, which form over
the course of several days and can last from a few to several weeks. The typical active
region can be from 75,000 km to 250,000 km across.

sunspots are always associated with strong photospheric magnetic fields, typically

from 1,000 to 3,000 Gauss. The magnetic field is, in general, vertical in the center of the
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umbra. As the distance from the center of the sunspot increases, the magnetic field
becomes weaker and more inclined. The inclination of the magnetic field is typically 45°
at the boundary between the umbra and penumbra and very nearly horizontal at the outer
edge of the penumbra. The fact that the magnetic field is frozen in the solar plasma
enables the strong magnetic field in the sunspot to suppress the convective energy
transport from below. The photospheric material in the sunspot cools relative to the
unaffected photosphere and, thus, appears darker. In the penumbra, the convective
heating from below is not suppressed as efficiently as in the umbra so there is less
cooling and the penumbra does not appear as dark as does the umbra.

Figure 1.5 shows two full-disk pictures of the Sun. The left image is taken in
white-light with the limb darkening removed (to increase image contrast). A large
sunspot group can be seen near the center of the solar disk with a small group below
center (south) and a small group near the right (west) limb. The right image is a
longitudinal magnetogram. The white regions on the image indicate the magnetic fields
on the surface of the Sun that are directed towards the line-of-sight while the black
regions indicate to magnetic fields that are directed away from the line-of-sight (the
details of magnetograms will be discussed in detail in the following chapters of this
work). Note that the locations of the sunspots correspond with the locations of the

magnetic fields. (White-light image courtesy [9]. Magnetogram courtesy [19]).
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Figure 1.5 Full-disk (left) and full-disk longitudinal magnetogram (right).

When looked at closely, sunspots typically have two components. The inner,
darker region of the sunspot is known as the umbra. The brighter region which surrounds
the umbra is known as the penumbra. sunspots appear darker than the photosphere
because of their lower temperature. The intensity of the umbra is on the order of 10% of
that of the photosphere. The temperature of the umbra is typically approximately 4000 K

as compared that of the photosphere which is approximately 6000 K.
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Figure 1.6 High resolution image of a sunspot.

Figure 1.6 shows a broad-band high resolution white-light image of a sunspot
clearly showing the umbra and the penumbra. The features surrounding the sunspot are
solar granulation which are the top of the convection zone when no strong magnetic
fields are present. The bright inner regions of the granulation are the hot rising solar
material while the dark lanes are the slightly cooler descending material. (sunspot image
courtesy Denker, C., BBSO, Center for Solar-Terrestrial Research, NJIT).

The earliest recorded sightings of sunspots were made by the Chinese in the 12"
century B.C. Theophrastus of Athens, a pupil of Aristotle, recorded his observations of a
spot on the Sun in the 4™ century B.C. The Chinese and Peruvian astronomers began to
systematically observe and record sunspot observations within a few centuries of

Theophrastus. Large groups of sunspots were occasionally viewed, by ancient peoples,
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with the naked eye when the Sun was very near the horizon and its intense brightness was
substantially dimmed by haze or smoke (The reader is strongly cautioned that
atmospheric haze and/or smoke is insufficient to adequately screen the damaging light
from the Sun. Viewing the Sun without proper protection is very dangerous and viewing
the Sun in this manner should never be attempted). These initial sightings of spots on the
Sun were initially attributed to unknown planets crossing between the Earth and the Sun
or objects in either the atmosphere of the Sun or the atmosphere of the Earth.

It was not until about 1610 that astronomers were able to study sunspots in detail.
At approximately the same time, Galileo Galilei (1564 to 1642) in Italy, Johann
Goldsmid (1587 to 1616) in Holland, Christopher Scheiner (1575 t01650) in Germany
and Thomas Harriot (1560 to 1621) in England all began observations of the Sun with the
newly invented telescope. It is not necessarily clear as to which man actually was the first
to observe sunspots or to determine some of the initial conclusions about the
characteristics of the Sun and sunspots.

Galileo and Goldsmid noted that sunspots continually appeared and disappeared,
with lifetimes varying from a few days to a few weeks. Within a few years, they tracked
longer lived sunspots moving across the solar disk, over a period of about two weeks,
from east to west and, thus, surmised that the Sun rotates on its axis over a period of
about 27 days and that sunspots must be objects either on or close to the surface of the
Sun. This conclusion was solidified when Galileo noticed that a sunspot which appears
circular when near the center of the solar disk becomes elongated as it approaches the
solar limb due to the foreshortening effect. Both Scheiner and Galileo noted that sunspots

do not appear over the entire surface of the Sun but appeared to be confined to latitude
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bands within ~50° of the equator. They also noticed that sunspots tended not to be
isolated from one another but tended to appear in groups. In addition, they noted that
larger, more complex, sunspots have a darker inner region known as the umbra and an
outer brighter region known as the penumbra.

The level of solar activity is not constant over time. The most straightforward way
to determine the level of solar activity is to simply count the number of sunspots. The
existence of the sunspot cycle was initially recognized in the mid-nineteenth century.
Heinrich Schwabe, a German amateur astronomer, suspected that an unidentified planet
orbited the Sun within the orbit of Mercury. He surmised that such a planet would
eventually transit the solar disk. In an attempt to identify such a planet, he began to
carefully observe the Sun, a project which eventually stretched for 43 years. Schwabe
recorded the occurrence of sunspots so if his mystery planet made an appearance it might
be readily distinguished from the typical spots. While the mystery planed never did
appear, by 1843 Schwabe noticed that the number of sunspots seemed to vary
periodically with time over the course of about ten years. Using Schwabe’s observations
as a basis, in 1852 Rudolf Wolf examined sunspot records dating back to the earliest
telescopic data of the 17" century and was able to determine a more accurate estimate of
11 years as the average length of the solar cycle. This periodicity in the number of
sunspots has remained consistent since the first telescopic observations of the Sun, except
from 1645 to 1715 during which very few sunspots were observed. It has been
determined, however, that the falloff in sunspot observations during this time is due to a

real decrease in the solar activity and not due to a lack of observations.
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Figure 1.7 shows a plot of the average daily sunspot area as a percentage of the
hemisphere of the Sun that is visible from Earth from 1880 to the present. One can easily
see the ~11 periodicity (Figure courtesy [20]).

Several years after Schwabe and Wolf discovered the length of the solar cycle,
Richard Carrington published his results on his study of the locations of the appearances
of new sunspots over time. Carrington noted that, near the beginning of the solar cycle, as
defined when the number of sunspots is at a minimum, sunspots tended to appear at high
solar latitudes (~50°). As the solar cycle progressed, the latitudes where new sunspots
appeared gradually decreased until, near the end of the solar cycle, sunspots tended to
appear near the solar equator (~5°). sunspots associated with the next solar cycle would
then begin to appear again at high solar latitudes. The fact that the solar latitude at which
new sunspots appeared is a function of the progress of the solar cycle was later separately
confirmed by G. Sporer and W. Maunder. Consequently, this phenomena is knows as
Sporer’s Law and the plot of the latitudes at which sunspots appear with respect to time is

known as the Maunder Butterfly diagram.
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Figure 1.8 shows the Maunder Butterfly diagram from 1180 to the present. Note
that, at the beginning of an specific cycle, sunspots tend to appear at high solar latitudes
(~30°). The latitudes at which sunspots first appear then migrates towards the solar
equator as the cycle progresses. Near the end of the cycle the sunspots tend to appear
exclusively near the equator (~5°). sunspots which belong to the next cycle then appear
once again at the high latitudes (Figure courtesy [20]).

The Sun does not rotate uniformly as a rigid body. The equator of the Sun takes
approximately 26 days to complete a full revolution. The rotation rate gradually
decreases with increasing latitude to the point where the poles take approximately 37
days to complete a rotation. This effect is known as differential rotation. In addition to
the relationship of the latitude at which new sunspots appear with the progress of the
solar cycle, Carrington also noted that sunspots at higher latitudes rotated about the solar
axis more slowly then those closer to the solar equator. Thus, Carrington discovered the
differential rotation of the Sun. It is now know that Sun takes approximately 25 days to
complete a rotation at the equator while the time to complete a rotation is approximately
37 days near the pole. As it will be noted shortly, the differential rotation of the Sun is an

important factor in the generation of solar activity.

1.3 The Zeeman Effect
All aspects of astronomy, including studies of the Sun, are both observational as well as
experimental. Because astronomical targets are typically located at very great distances

from the Earth, these targets can not be sampled directly. Therefore, all information about
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any astronomical target of interest must be gleaned solely from the light, both from the
total intensity and any spectral details, that is emitted by, or reflected off of, the subject.
One example where astronomical observations and laboratory experiments have worked
together to glean important information about the Sun is in the determination of the
temperature of its visible surface. The distribution of radiation from the photosphere,
from which most of the radiation from the Sun emanates, very closely matches the
distribution of radiation from a blackbody at approximately 6000 K as determined in the
laboratory. Therefore, it is a reasonable conjecture that the opaque gas, which forms the
surface of the Sun, is at this temperature.

Another excellent example of the codependence of observation and
experimentation, in the science of astronomy, is the discovery of Helium. Helium was
first identified spectroscoptically in the Sun by J. N. Lockyer in 1868, and confirmed by
P. Janssen in 1869. When Lockyer observed a solar flare with his spectroscope, he
noticed a yellow line that could not be attributed to any known element. When both
Lockyer and Janssen could not reproduce this spectral line that was observed in the solar
flare in the laboratory, Lockyer, in 1870, suggested that this new spectral line was the
fingerprint of a previously unidentified element. Lockyer named this new element
Helium, from the Greek word for the Sun “helios”. Helium was then isolated in the
laboratory in 1895 by W. Ramsay. While studying the spectrum of gases given off by the
Uranium mineral Clevite, Ramsay noticed a mysterious yellow line which he was unable
to attribute to any known element. Lacking a spectroscope with sufficient resolution to
properly study the line, Ramsay sent samples of the gas to Lockyer and W. Crookes. Both

Lockyer and Crookes confirmed that the new line observed by Ramsay was indeed the
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same line that Lockyer had observed in the Sun. Thus confirming that the spectral line
first observed by Lockyer in the spectrum of the Sun was the result of a previously
unknown element.

The spectrum of the Sun actually contains a forest of absorption lines, first
observed by W. H. Wollaston in 1802 and extensively mapped in 1814 by J. von
Fraunhofer. The surface of the Sun, which, as previously noted, has a temperature of
approximately 6000 K, radiates a continuous spectrum. The absorption lines arise, as was
determined by G. Kirchhoff in 1859, from the absorption of light, at specific
wavelengths, by atoms in the slightly cooler photosphere just above the solar surface.
However, the absorption lines in the spectrum of the Sun are not as narrow as would be
expected of absorption lines produced from an isolated atom. Each absorption line, whose
shape can be approximated by a gaussian curve, is broadened due to the physical
conditions in the solar atmosphere at the location where the line is formed. The local
pressure, density, abundance and thermal motion of each particular type of atom in the
photosphere, as well as the characteristics of each specific element, all effect the width of
the absorption lines. The depth of each particular absorption line is determined by the
population of the atom which absorbs light at that specific wavelength. Typically, these
lines have a FWHM on the order of 100 mA and a center depth intensity from 20% to
60% of that of the continuum. By carefully studying the solar spectrum, and with a
knowledge of the specific properties of the atoms found there, one can deduce the local

properties of the photosphere.
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Figure 1.9 Portion of the solar spectrum.
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Figure 1.9 shows a portion of the solar spectrum from 384 nm to 386 nm. The
many dark lines represent specific wavelengths of the solar continuum, emitted from the
photosphere, which are absorbed by electron transitions of specific elements in the
slightly cooler solar atmosphere (solar spectrum courtesy [21]).

In the history of solar physics, experiments in the laboratory have not exclusively
been used to confirm information gained with observations. At times, phenomena first
observed in the laboratory were then subsequently used to gain information about the
Sun. As briefly stated previously, it is now well known that the Sun has a general bipolar
magnetic field. In addition, there are areas on the Sun where the magnetic field becomes
very concentrated. These very strong local magnetic fields are the source of solar activity,
which was discussed previously. As with all solar phenomena, the information as to
whether solar activity is the result of the interaction of strong magnetic fields with the
material which composes the Sun is hidden in the solar spectrum. It took a breakthrough
in the laboratory to develop the basic methods which solar physicists used to determine
that strong magnetic fields were indeed responsible for solar activity.

In 1862, M. Faraday first investigated the effect of a magnetic field on the
wavelength of light, and whether the wavelength of light is altered passing through a hot
or cold gas that is immersed in a magnetic field. However, due to the insufficient
sensitivity of equipment at the time, Faraday was unable to detect any change in
wavelength due to the presence of a magnetic field.

Then, in 1897, P. Zeeman detected a change in wavelength in the presence of a

magnetic field with the following experiment [22] (Figure 1.10). Sodium vapor was
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heated in a clear tube which was placed between the poles of an electro magnet. The light
from an arc-lamp was passed through the vapor and observed with a spectroscope. When
the electromagnet was not energized the absorption lines of the Sodium doublet appeared
as usual. However, when the electromagnet was energized there appeared an immediate
broadening of the lines. Thus proving that the wavelength of light absorbed by the
Sodium vapor was altered when the vapor was immersed in a magnetic field.

Upon hearing of these results, H. Lorenz suggested that the edges of the
broadened absorption lines should be circularly polarized, in opposite directions to each
other, when the magnetic field is directed along the line of sight. By means of a quarter
wave plate and a linear polarizer, used as the analyzer, Zeeman determined that the edges
of the magnetically broadened line were indeed circularly polarized. Theory also
indicated that when the magnetic field is directed normal to the line of sight the edges of
the magnetically broadened line should be linearly polarized, and parallel, to the direction
of the magnetic field and that the center of the magnetically broadened line should be
linearily polarized perpendicular to the direction of the magnetic field. Zeeman also
determined this to be the case. For the verification and explanation of this phenomena,
now know as the Zeeman Effect, Zeeman and Lorenz were awarded the Nobel Prize in

1902.
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Figure 1.10 Zeeman’s experiment.

The specifics of the Zeeman effect, in general, are as follows. The interaction of
an external magnetic field with the magnetic moment of electrons in the atoms which
produce absorption or emission lines changes the orbital transition energies as the
electrons jump between their various orbital levels. Thus, the wavelength and
polarization of photons emitted in the presence of a magnetic field is changed relative to

photons emitted when not in the presence of a magnetic field (Figure 1.11, courtesy [23]).
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Figure 1.11 The Zeeman Effect.
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Specifically, a magnetic field perpendicular to the line of sight (Figure 1.10, upper
panel), the transverse component, produces a small change in wavelength, A\, both
towards the red and blue ends of the spectrum, proportional to the strength of the
magnetic field. These shifted absorption lines, referred to as the o components, are
linearly polarized perpendicular to the magnetic field. In addition, there is an unshifted
absorption line, known as the m component, that is linearly polarized parallel to the
magnetic field (Figure 1.11, center panel). In the case where the magnetic field is along
the line of sight (Figure 1.10, lower panel), the longitudinal component, there is no
unshifted = component of the absorption line and each shifted c component has opposite
circular polarizations (Figure 1.11, lower panel). A field whose inclination is intermediate

to these two ideal cases produces a combination of both effects.
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Figure 1.12 Polarization components of the Zeeman Triplet.
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In the case of the solar spectrum, this Zeeman broadening, or, in the case of a very
strong magnetic field where the shifted o components are completely separated from
each other, Zeeman splitting, is, in general, quite small when compared to the total width
of a typical spectral line in the visible portion of the spectrum for magnetic field strengths
that are typically found in the photosphere. In the general, even the relatively strong
magnetic fields in a sunspot, typically on the order of 1000 G, only produces a shift in
wavelength of a few tens of mA. Thus, if it were not for the effect that the oppositely
shifted absorption lines are also polarized, each Zeeman component would, typically, be
indistinguishable from the other. Therefore, a solar magnetograph is actually a device for
measuring the polarization of the light to deduce the solar magnetic field. The conversion
of polarization into magnetic field strength is performed during the processing of the data
from the instrument.

Zeeman broadening in the solar spectrum was first observed at the Halsted
Observatory at Princeton University by C. A. Young [24] and extensively catalogued by
W. M. Mitchell [25]. When observing the spectrum of sunspots, where the strongest
magnetic fields on the Sun can be found, they noticed that some of the absorption lines
appeared broader as compared to the same lines when observed away from the spot. Or,
in some cases, the absorption lines were split into two separate components. However,
while they noticed the fact that the absorption lines in the solar spectrum were affected by
the presence of a sunspot they did not investigate the cause. This task was shortly
thereafter taken up by G. E. Hale, working at the Mt. Wilson Solar Observatory in
California, using the spectroheliograph of his own invention [26]. However, before

discussing the details of how Hale was able to prove that solar activity is caused by
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intense magnetic fields, and the subsequent evolution of solar magnetographs up to the
present day, the various types of instruments used to study solar magnetic fields will be

reviewed.

Figure 1.13 The Zeeman Effect in a sunspot.

Figure 1.14 shows the Zeeman effect in a sunspot. The left panel is a typical
sunspot. The black vertical line shows the location of the entrance slit of the
spectrograph. The right panel is the spectra (the x-axis is the wavelength while the y-axis
corresponds to the location in the left panel of the entrance slit). Note that there is no
Zeeman broadening/splitting in the locations which correspons to the solar granulation,
there is moderate Zeeman broadening in the outer penumbra and Zeeman splitting in
areas of the penumbra close to the umbra (where the magnetic field is the strongest)

(image courtesy [27]).
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1.4 Review of Magnetograph Types
Instruments that measure the polarization of light from the Sun, as induced by the
Zeeman effect, and subsequently convert those measurements into magnetic field values
are referred to as magnetographs. There are four basic types of magnetographs, two based
on a spectrograph and one each based on a narrow band filter or a Fabry-Perot filter. As
can be seen from this list, each type differs from the other in the way that each instrument
obtains the spectral information required to infer the solar magnetic field. Each type of
magnetograph has relative advantages and disadvantages to the other. Which type of
magnetograph that is to be used will be determined by the specific requirements of the
desired observations. In reality, these different types of magnetographs complement each
other in that they can each contribute a data set with unique characteristics. Taken as a
whole, these different data sets provide a more complete picture of the solar magnetic
field than can Dbe provided by data from any individual instrument. Thus, the
contributions form each type of instrument are required to fully understand the magnetic
fields which drive solar activity. The specific details of the four basic types of

magnetographs will be discussed in Chapter 1.5.

1.4.1 Full Spectrum Magnetograph

The first type of magnetograph, originally developed by G. E. Hale at the Mt. Wilson
Solar Observatory in California [26] & [28] is of the spectrograph type in which the light
from the Sun is imaged with a spectrograph, of high dispersion, and the shift in
wavelength can, thus, be measured directly and accurately. In an instrument so based, a
spectrograph separates white light, from the Sun, into its component spectrum, via a

diffraction grating. A optical train, used as polarization analyzers, is used to isolate each
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polarized component of the shifted line. The entire spectral line profile, in each
polarization state, is thus obtained so the wavelength shift of each polarized component
can be measured separately. Also, all of the information about the local magnetic field, in
addition to photospheric heating and Doppler motions, for example, provided by the
absorption line are preserved. The strength of the magnetic field, in both the longitudinal
and transverse directions, can then be precisely determined since the strength of the
magnetic field, in each direction, is directly proportional to the shift in wavelength of the
appropriately polarized component. The primary disadvantage of a spectrograph based
magnetograph is that, for any single observation, only a one dimensional image is
produced. Therefore, to produce a two dimensional image of the photospheric magnetic
field, many observations, each at an adjacent location to the previous, are required. Thus,
the total time to scan a desired region on the Sun can take many minutes and the final two
dimensional map of the magnetic field must be reconstructed from each individual one
dimensional strip. This aspect of spectrograph based magnetographs can be particularly
limiting if weak, small scale magnetic features are being studied or if high time cadence
observations are required because these features can evolve significantly over just a few
minutes. This type of magnetograph will be henceforth referred to as a “full spectrum”

magnetograph for the remainder of this discussion.

1.4.2 Spectroheliograph Based Magnetograph

The second type of magnetograph, the spectroheliograph based magnetograph, is a
modified version of the full spectrum magnetograph. In a spectroheliograph based
instrument, an exit slit is used to isolate the wing of the magnetically sensitive spectral

line under study. The spectrograph and exit slit, therefore, are set up to function as a
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narrow band filter. As with the full spectrum version of the instrument, the
spectroheliograph also produces a one-dimensional image. Therefore, the image of the
Sun must be scanned across the entrance slit of the spectrograph to produce a two-
dimensional image on the detector.

A version of this type of magnetograph was developed by H. W. Babcock and H.
D. Babcock [29] & [30] in which they used two exit slits, each positioned in opposite
wings of the same magnetically sensitive absorption line. By electronically comparing the
relative brightness between the oppositely shifted and oppositely polarized absorption
lines, the strength of the magnetic field could be determined.

Another version of the spectroheliograph based magnetograph was also developed
by R. B. Leighton [31] where he used a single exit slit to isolate a single wing of a
magnetically sensitive absorption line. Polarization optics were set to isolate a single
polarization component. The image of the Sun was scanned across the entrance slit of the
spectrograph synchronized with the motion of a photographic plate which was scanned
across the exit slit. Thus producing a two dimensional monochromatic photograph of an
area of the Sun. A second photograph was taken of the same area of the Sun at the other
polarization component in the desired set. Due to the very slight shift in wavelength in
each polarization state because of the Zeeman effect, the intensity at each point will be
slightly different at all locations in the images where a magnetic field is present. This
difference in intensity is a function of the strength of the magnetic field at each position
in the image. By comparing the difference in brightness between the two photographs,
the strength of the magnetic field can thus be inferred. The specifics of both the Babcock

& Babcock and the Leighton magnetographs will be discussed shortly.
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1.4.3 Filter Based Magnetograph

The third type of magnetograph, a version of which was initially developed at Caltech for
the Big Bear Solar Observatory by R. C. Smithson and R. B. Leighton [32] is of the filter
type. A detailed description of the original instrument can be found in [33]. The Digital
Vector Magnetograph at the Big Bear Solar Observatory, the details of which are the
ultimate subject of this discussion, is the latest version in the continual evolution of this
same instrument.

The basic operation of a filter based solar magnetograph is as follows. The optics
of the telescope provides a beam of sunlight, of high focal ratio, to the optical bench
where the instrument is mounted. A birefringent filter, with a very narrow bandwidth that
is typically on the order of 1/4 A, isolates the wing of the magnetically sensitive
absorption line under study. The Sun is imaged onto an electronic detector. In the case
when the absorption line being used lies in the visible portion of the solar spectrum, this
detector is typically of the silicon based charged couple device (CCD) type. Polarization
optics isolates one of the two desired polarization components of the particular Stokes set

of interest. The basic schematic of a filter based magnetograph is shown in Figure 1.14.

% | Polarization Birefringent

CCD
Optics Filter

Figure 1.14 Basic schematic of a filter based magnetograph.
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The detector takes a single image of that first polarization component and that
image is saved in the RAM of the computer which controls the instrument. The
polarization optics then isolates the second polarization component. The detector takes a
single image of that second polarization component which is also saved in RAM. If there
IS a magnetic field present, the intensity of the two images, at any individual point, will
be slightly different. The process of taking single images of alternating polarization
components is repeated and each new image is summed, with its appropriate fellows, to
increase the signal to noise ratio to the desired level. When all of the desired images have
been integrated in RAM, a magnetogram is produced by displaying the difference
between the two integrated polarization images divided by their sum. In the case where
the longitudinal magnetic field is of interest, all of the locations in the image where the
magnetic field is directed towards the instrument will be positive while all of the
locations in the image where the magnetic field is directed away from the instrument will
be negative. This magnetogram can then be conveniently displayed where all of the
positive values are plotted as shades of white, all of the negative values are plotted as

shades of black and the areas where no magnetic field is present is plotted as a uniform

gray.
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Figure 1.15 Example of a magnetogram from a filter based system.

Figure 1.15 shows an example of a magnetogram produced by a filter based
system (which is ultimately the primary subject of this work). The left image is the
longitudinal magnetogram. As stated previously, the white regions are areas on the
surface of the Sun where the magnetic field is directed towards the line-of-sight while the
black areas are regions where the magnetic field is directed away from the line-of-sight.
The right image is a 610.3 nm filtergram of the same area on the Sun (images courtesy
BBSO).

A magnetogram thus employed uses the weak field approximation, the details of
which will become clear in Chapter 2.9. This is the modern electronic version of the
photographic subtraction technique, which will be discussed in detail in Chapter 1.7,
developed by R. B. Leighton [31]. The construction of a birefringent filter will be
discussed, in detail, in Chapter 2.7. The primary disadvantages of a filter based

magnetograph is that the tradeoffs made in order to use the weak field approximation
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reduce the sensitivity of the instrument and impose an upper limit on the strength of the
magnetic field that can be measured, known as Zeeman saturation. Both of these
situations will become evident in the detailed discussion of the weak field approximation
which is to follow in Chapter 2.9. This type of magnetograph, however, is specially
suited to producing two dimensional vector magnetograms with a high time cadence,
typically on the order of one minute. The slight reduction in sensitivity and saturation in
magnetic field are considered acceptable tradeoffs to gain the advantage of high time

cadence magnetograms.

1.4.4 Fabry-Perot Based Magnetograph

The fourth, and final, type of magnetograph, a version of which is currently being
developed for the Big Bear Solar Observatory’s 65 cm vacuum-reflector [34] & [35] is of
the Fabry-Perot type. In a Fabry-Perot based magnetograph, a Fabry-Perot filter takes the
place of either the spectrograph or the narrow band birefringent filter. The construction
and operation of a Fabry-Perot based magnetograph is basically the same as a filter based
magnetograph. However, since the Fabry-Perot filter can be quickly, and accurately,
tuned in wavelength, the entire profile of the spectral line under study can be obtained.
Therefore, a Fabry-Perot based magnetograph can function either as a filter based
magnetograph or as a full spectrum magnetograph, depending on the specific
observational requirements. Thus, this type of instrument can be considered to be a
hybrid of the spectrograph based and filter based magnetographs because the Fabry-Perot
filter can allow the instrument to emulate both other types depending on how the Fabro-
Perot is employed. If the Fabry-Perot is used to scan the line, the actual absorption line

profile can be reconstructed and AA can be measured directly, as with the spectrograph
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based magnetograph. The line information can also be used by the Stokes Inversion
method to determine the conditions of the solar atmosphere, such as temperature, density,
pressure, etc. Or, if the Fabry-Perot is used as a very narrow band filter, the system will
exactly emulate the filter based magnetograph. However, a Fabry-Perot based
magnetograph, when used as a filter based magnetograph, would tend to have better
accuracy than a magnetograph that uses a Birefringent filter because the band-pass of
Fabry-Perot filter tends to be more narrow than Birefringent filters, thus eliminating
contamination from the continuum and the line center. The flexibility of Fabry-Perot
filters, and the fact this type of filter typically has a much greater light throughput than
both spectrographs and narrow band birefringent filters, makes the use of a Fabry-Perot
very desirable if the additional technical challenges imposed by their use, which are

beyond the scope of this discussion, can be overcome.

1.5 Development of the Solar Magnetograph:
The Hale Tower Telescope Magnetograph

As previously stated, the most obvious manifestation of solar activity are sunspots. G. E.
Hale, the founding father of modern solar physics, initially interpreted sunspots as
spinning “vortices” of solar material. He believed that charged particles, dragged in
continual circular motions by the vortices, generated magnetic fields of sufficient strength
to produce the broadening of the solar absorption lines first noticed by Young and
Mitchell. With the knowledge of how magnetic fields effect the wavelength and the
polarization of light provided by Zeeman and Lorenz, Hale set out to determine if there

were indeed very strong magnetic fields coincident with sunspots.
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To expand and improve his studies of the Sun, which he had been carrying out for
many years at his home in Chicago and at the Yerkes Observatory in Wisconsin, Hale
established the Mt. Wilson Solar Observatory in the mountains above Pasadena, CA in
the early 1900°s. There, Hale constructed several state of the art instruments, each more
capable than the last, to study the Sun. Among these were two Tower Telescopes, each
containing a large, fixed spectrograph of very high dispersion which would be the
foundation of his spectrograph based magnetograph.

The principle of the spectrograph based magnetograph, as used with the then
recently completed 60-Foot Tower Telescope at Mt. Wilson [26] & [28] is as follows
(Figure 1.16, left image, courtesy [36]). A pair of plane mirrors, mounted in a shelter at
the top of the tower used to track the Sun through the day, fed a fixed long focus
objective lens (Figure 1.16, center image, from [37]). The advantage of mounting the
mirrors at the top of a tower is that poor seeing (distortions in the image caused by
turbulence in the atmosphere of the Earth) near ground level, produced by turbulence
from solar heating of the ground, may be avoided. The objective lens produced a large
image of the Sun in an optics lab near ground level. In the image plane was mounted a
slit which allowed a small portion of the solar image to enter a spectrograph, of high
dispersion, placed in a deep pit below the tower. Placing the spectrograph in the pit
provided an environment for the spectrograph with very high mechanical and temperature
stability (Figure 1.16, right image, from [38], p. 208). A spectrum was thus produced of
the one dimensional portion of the Sun allowed to enter the spectrograph by the slit.
However, to study the physical and temporal details of features on the Sun, whether the

features of interest are of magnetic origin or nor, it is of great advantage to be able to
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produce a two dimensional image of a portion of the Sun at a single wavelength. To
accomplish this, Hale added a second slit at the output spectrum which allowed only a
very narrow wavelength to pass through. This single wavelength was imaged on to a
photographic plate. To construct the two dimensional image on the photographic plate,
the image of the Sun was scanned across the first slit by adjusting the rate of the motors
which moved the plane mirrors at the top of the tower to track the Sun as it moved across
the sky during the course of the day. The photographic plate was scanned across the
second slit synchronized with the motion of the solar image across the first slit. Thus
building up a two dimensional image of the Sun, at a single wavelength, on the
photographic plate. The great advantage, therefore, of the spectroheliograph was that it
could easily and quickly produce a two dimensional image of an area of the Sun at a

single wavelength.



Figure 1.16 The Mt. Wilson 60 foot Tower Telescope.

With his newly completed spectroheliograph, Hale set out to determine if the
absorption lines that appeared undisturbed when photographed far away from sunspots
and were seen to be either broadened or split when photographed inside sunspots
exhibited the polarization effects discovered by Zeeman in the laboratory. To test the
components of the broadened or split lines from a sunspot for evidence of circular
polarization, Hale mounted a 1/4\ plate and a linear polarizer, used as the analyzer,
before the first slit of the spectrograph. As a reference, part of the Sun far away from a
sunspot, where there was no obvious line broadening was used. If the components of the

broadened spectral line were circularly polarized, the 1/4) plate would convert the
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oppositely circularly polarized components into linear polarizations at right angles to
each other. As the linear polarizer is rotated, it would transmit one circular component
and then the other. This Hale found to be the case, although neither component was
completely blocked partially due to spurious polarization induced by the plane mirrors of
the coelostat which fed light to the fixed spectrograph and partially due to the fact that the
magnetic field, at the location on the Sun where the observations were made, was not
exactly directed in the line of sight resulting in a small linearly polarized component.

If the broadening of the spectral lines were indeed caused by the presence of a
magnetic field, this linear polarization should also be detectable both in the displaced
spectral lines, which should be linearly polarized and perpendicular to the magnetic
field, and as a non-displaced component of the line that is linearly polarized but parallel
to the magnetic field. By removing the 1/4A plate and analyzing the light only with the
linear polarizer, Hale also found this to be the case. Therefore, Hale’s experiments left no
doubt that the broadened and/or split absorption lines contained all of the components
predicted by the Zeeman Effect.

To further confirm that the observed effects were indeed the result of the light
being absorbed by the relatively cool gas of the solar atmosphere when immersed in a
magnetic field, A. S. King, a colleague of Hale, redid Zeeman’s experiment, with a
spectrograph in the laboratories of the Mt. Wilson Solar Observatory of much higher
dispersion than available to Zeeman, with elements that produced the same spectral lines
as those Hale observed in the spectrum of the Sun [39]. King and Hale found that the
results determined in the laboratory matched the results obtained from the Sun to within

the error of their measurements. Therefore, Hale proved conclusively that the broadening



42

and/or splitting of solar absorption lines in sunspots are the result of very strong magnetic

fields on the surface of the Sun.

1.6 Initial Attempts to Measure the Magnetic Field of the Sun
With Photoelectric Methods

The use of photoelectric methods to map the spectrum of the Sun was initially
investigated by T. Dunham, Jr., H. A. Bruck and D. Phil [40] in the early 1930’s. They
successfully mounted a photomultiplier at the focus of a spectrograph, trained on the Sun.
As the solar spectrum was scanned across the photomultiplier, the electrical signal from
the photomultiplier, and associated electronics, was detected by the deflections of a
galvanometer and recorded on a recording drum. This system would thus produce a plot
of intensity vs. wavelength of the solar spectrum.

The first attempts to construct an instrument to detect the magnetic field on the
Sun, via the Zeeman effect, using similar photoelectric methods was conducted by Hale
and colleagues, also in the early 1930°s. The basic method is as follows. A spectrograph,
of very high dispersion, is used to image a magnetically sensitive absorption line in the
solar spectrum. If there is a magnetic field present, the observed spectrum will consist of
the overlapped oppositely circularly polarized components, both slightly shifted in
wavelength from the nominal absorption line if no magnetic field was present. The
instrument is equipped with polarization and analyzer optics so that both circularly
polarized components may be isolated, and imaged, in turn. A second slit is positioned in
the wing of the magnetically sensitive absorption line and imaged onto a photomultiplier.
Due to the fact that each component of the absorption line is shifted in wavelength, the

intensity measured by the photomultiplier will be slightly different for either polarization
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state. Thus, for magnetic field strengths that are typically found on the surface of the Sun,
the strength of the magnetic field is directly proportional to this difference in intensity.
There were several technical problems, however, that Hale and colleagues were
unable to overcome with the equipment available at the time which ultimately lead to
their failure to detect the magnetic field on the Sun via photoelectric techniques. The
shifts in wavelength, for magnetic field strengths that are typically found on the surface
of the Sun, are very small. Typically on the order of just a few mA in the visible portion
of the spectrum. Therefore, the difference in intensity, as measured between both
polarization states of the absorption line, is also very small. In addition, due to the fact
that the telescope and spectrograph were fixed, light from the Sun must have been
directed to the instrument via a set of plane mirrors. A strong linear polarization is
imparted onto light whenever there is a reflection off of a mirror at an oblique angle. The
amount of this linear polarized bias is a function of the angle of the reflection. In
addition, this bias polarization is continually changing as the mirrors track the Sun across
the sky. This linear polarization represents a strong and variable bias on the polarization
signal in the Sunlight and can easily overwhelm the weak polarization signal caused by

the solar magnetic field.

1.7 The Babcock Photoelectric Magnetograph
The first successful photoelectric magnetograph was developed by H. W. Babcock and H.
D. Babcock [29] & [30] at the Mt. Wilson Solar Observatory in California using a
spectrograph of very high dispersion on the 150 foot Tower Telescope [41]. As with the

first attempt by Hale, each overlapping circularly polarized component of the longitudinal
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Zeeman effect of the magnetically sensitive line under study was individually imaged in
sequence. To isolate each individual circularly polarized component, an electro-optic
retardation plate, made of ammonium-dihydrogen-phosphate (ADP), followed by a fixed
linear polarizer, used as the analyzer, was mounted in the light path before the
spectrograph. An alternating voltage, at a rate of 120 Hz, applied to the ADP selected its
retardance to be either plus or minus 1/4A. The ADP would thus convert the two
oppositely circular polarizations into orthogonal linear polarizations. The rotation of the
fixed linear polarizer was calibrated to be parallel to one of the linearly polarized
components and would thus pass one component of the longitudinal Zeeman effect and
then the other, depending on the state of the ADP.

The spectrograph was of sufficient dispersion that two slits could be positioned,
one in each wing, in the profile of the absorption line under study, which, in addition to
the natural improvements in technology was the primary improvement over Hale’s
attempt. The light through each slit was detected with a separate photomultiplier, whose
outputs were fed through a difference amplifier and accompanying electronics (Figure
1.17 is from [29], p. 283). The advantage of being able to use the difference signal from
two photomultipliers was that any change in the overall intensity of the Sun light, caused
by seeing or instrument polarization imparted by the plane mirrors that fed the fixed
spectrograph, for example, will be minimized. Because each circularly polarized
component of the absorption line is also shifted slightly in wavelength, the intensity of
the light measured by the photomultipliers in each state of the ADP would be slightly
different. The two slits were positioned near the steepest slopes in each wing of the

profile of the absorption line since the minute change in intensity measured by each
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photomultiplier, as the ADP selected one polarization state and then the other, would be

greatest.

W=

Figure 1.17 Schematic of the two slits and photomultipliers
of the Babcock magnetograph.

The output of the detector was a DC signal whose magnitude was directly
proportional to the average strength of the magnetic field, within the linear range of the
photomultipliers, in the region of the Sun under study. The resultant magnetic signal was
shown by vertical fluctuations on a cathode-ray tube (CRT).

To build up a two dimensional map of the magnetic field, the image of the Sun
was scanned, in right ascension (East/West direction), across the slit of the spectrograph.
The general position of the trace on the CRT was calibrated to match the location on the
solar disk that was being imaged at that moment. Simultaneously, a straight line,
corresponding to zero magnetic signal, was also drawn on the CRT. The distance
between the horizontal straight lines from successive scans on the CRT was previously

determined such that it corresponded to a known magnetic value. The magnitude of the
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magnetic field at each point could thus be determined by comparing the vertical
deflection of the trace on the CRT to this reference. Because this instrument was
specifically designed to study the overall magnetic field of the Sun, which is relatively
weak when compared to the magnetic field present in an active region, this vertical
reference distance was typically set to be on the order of ten to twenty Gauss (Figure

1.18, from [30], p. 329A).
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Figure 1.18 Photograph of the CRT output from the Babcock magnetograph.

The number of scans in right ascension that were required to map the magnetic
field on the entire surface of the Sun depended on the scale of the solar image at the slit
of the spectrograph. Since this would typically required many minutes, a camera was
conFigured to photograph the CRT as the image was slowly constructed by the trace.
Thus, providing a map of the magnetic field on the entire surface of the Sun.

The Babcock magnetograph was designed specifically to study the overall
magnetic field of the Sun, the strength of which is just a few Gauss. The optics of the

instrument were set up to produce a scale which provided a resolution of approximately
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110 arc-sec (the width of the solar disk is approximately 2000 arc-sec). This resolution
provided enough light that a single scan could be preformed at a reasonable speed and
still provide a large enough signal-to-noise ratio that magnetic fields down to one Gauss
might be accurately measured. It also provided that sufficiently few scans were required
to cover the entire solar surface such that a scan of the entire Sun might be completed in a
reasonable time. Typically, nineteen adjacent scans were required to cover the entire
surface of the Sun which took approximately one hour.

While this setup would provide information about the global magnetic field of the
Sun, the resolution is entirely insufficient to study the details of solar active regions, the
largest of which are on the order of 300 arc-sec across. If the size of the solar image, at
the slit of the spectrograph, were modified to provide a scale such that small-scale solar
features could be studied with sufficient resolution, the resulting decrease in light at the
photomultipliers would require that each single scan be conducted much more slowly. In
addition, the number of scans required to construct a two-dimensional image covering a
sufficient portion of the Sun would also increase accordingly. This process can take many
minutes even with modern electronic detection techniques. With the equipment then
available to Babcock & Babcock, the process would have taken many, many hours. Thus
making the observations of the magnetic fields in active regions impossible.

In addition, the morphology of both magnetic and non-magnetic features on the
Sun can change in as little as five minutes. Also, environmental changes, such as seeing
and the overall transparency of the atmosphere, which can both effect the quality of the
measurements of the magnetic fields, can change significantly over a time scale which

would be much less than the time required to complete a two-dimensional scan. If the
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goal of the observation is to study the magnetic fields at the surface of the Sun with even
moderate spatial and temporal resolution the Babcock magnetograph method is simply

much too slow.

1.8 The Leighton Photographic Subtraction Magnetograph
To overcome the limitations of using the Babcock photoelectric magnetograph for
studying the magnetic fields on the Sun in detail, R. B. Leighton developed the
“photographic subtraction” method [31] using a modified spectroheliograph on the 60
foot Tower Telescope at the Mount Wilson Solar Observatory [42]. The key to
Leighton’s innovation is the following. Before the slit of the spectrograph was mounted a
1/4). plate, as in previous spectroheliographs set up to study magnetic fields to convert
the circularly polarized light from the longitudinal Zeeman effect into the set of normal
linear polarizations. Following the 1/4A plate was a beam splitter which produced two
identical side-by-side images at the focal plane of the primary objective. A linear
polarizer was mounted in each light path after the beam splitter and before the slit of the
spectrograph. One linear polarizer was orientated to pass the right-hand circularly
polarized component and the other linear polarizer was orientated to pass the left-hand
circularly polarized component. The images then passed through the spectrograph, as
usual. A second slit used to isolate the wing of the magnetically sensitive absorption line
under study. To build the desired two-dimensional images, the telescope was scanned
across the disk of the Sun, as usual. The net result was that two side-by-side images were

produced simultaneously on the photographic plate, one of each circular polarization. A
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schematic of the polarization optics and spectrograph slit for the Leighton Photographic

spectrograph can be seen in Figure 1.19 (from [31], p. 367).

Figure 1.19 Schematic of the polarization optics and spectrograph
slit for the Leighton photographic spectrograph.



50

In the locations on the photograph where there was zero magnetic signal, the two
side-by-side images would be identical. However, in the locations where there was a non-
zero magnetic signal, there would be a slight difference in intensity between the images,
because of the very slight shift in wavelength of the absorption line if a magnetic field
was present, thus producing a difference in the optical density of the resultant
photographic negatives of each channel. A positive was then made of one of the images
which is then very carefully superimposed on the negative of the other image. A print is
then developed using this composite negative. The net result in the final print is that any
features that are common to both images are canceled, while any differences are
enhanced. The specific details in the development of the negatives and the printing,
throughout this process, are kept such that the locations with zero magnetic signal print
out to be a uniform middle-gray while regions that exhibit a positive longitudinal
magnetic field print lighter and regions that exhibit a negative longitudinal magnetic field
print darker. The various steps involved in the Leighton Photographic Subtraction

magnetograph are illustrated in Figure 1.20 (from [32], p. 78).

MAGNETOGRAM

Figure 1.20 The Leighton photographic subtraction technique.
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Because photographic film is a two-dimensional detector, as opposed to a
photomultiplier which is basically a single pixel detector, this process has an advantage
over the Babcock photoelectric magnetograph in that in can produce a two-dimensional
magnetogram with only a single scan of the area on the solar disk under study. Because
of the very high resolution inherent in photographic film, solar features of relatively fine
details may be discerned. Also, because the right and left-handed polarization
components are imaged simultaneously, any variations in light level that are common to
both channels will be canceled out.

The net result is that a magnetogram of a sufficiently large area of the surface of
the Sun can be constructed in a reasonable time with a suitable resolution. Typically, the
Leighton magnetograph was able to produce a magnetogram covering a region on the
Sun 350 arc-sec by 600 arc-sec in about six minutes, with a resolution of approximately 1
arc-sec.

The Leighton magnetograph was, of course, not without its problems. Dust and
blemishes on the film, both on the original and intermediate plates, accumulated with
each step in the process and all appeared in the final image as spurious features. Also,
non-uniform plate sensitivity and non-uniform development and printing also
incorporated cumulative errors which progressively degraded the final result. These
errors decreased the sensitivity of the instrument with the introduction of random
background noise.

In addition, it was impossible to exactly align the negative and the positive
images. This effect would be most severe at the locations in the image where there was a

large gradient in the photographic density, such as at the boundary of a sunspot or at the
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solar limb. Further complicating the alignment process, slight defects in the optics of the
telescope resulted in the fact that both images were of slightly different scale at different
locations in each image. This effect made it impossible to obtain exact alignment over the
entire image. The cumulative effect of these errors was that the instrument had a
sensitivity of approximately 20 Gauss near the center of the image, where the alignment
of the images was the best, with the sensitivity progressively decreasing towards the
edges.

Due to the fact that this process required the successive development, printing and
careful alignment of photographic plates, it typically took at least a few days before the
magnetograms were available. Also, the difficulty and tediousness of this process
discouraged the taking of many successive magnetograms which would have enabled the
investigation of the dynamics of the morphology of an active region over relatively short
time scales.

Despite the aforementioned limitations, the Leighton magnetograph was able to
obtain magnetograms of sufficiently high scale and sensitivity that the magnetic
properties of active regions on the Sun could be studies in detail. In general, the highest
quality photographic plates were selected, care was taken in the development, printing
and alignment processes and the spurious features, created by blemishes and dust on the

photographic plates, were easily recognizable and could, thus, be ignored.
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1.9 The Big Bear Magnetograph

The magnetograph that was developed for the Big Bear Solar Observatory (BBSO) to
satisfy the afore mentioned requirements was initially developed at Caltech by Smithson
and Leighton in 1971 [32]. Commonly know of as the Video Magnetograph (VMG), this
instrument was tested on campus then moved to BBSO and improved upon by Mosher in
1972 [33]. It has been a part of routine observations at BBSO ever since. Since that time,
the instrument has gone through a continual evolution as new and improved cameras,
computers, data recording devices and polarization optics have become available. This
natural progression has currently culminated in the current form of the instrument, the
Digital Vector Magnetograph (DVMG), the details of which are the ultimate goal of this
discussion. This evolution will most certainly continue in the near future.

To overcome the problems inherent in the Leighton magnetograph, as was
discussed in Chapter 1.9, R. C. Smithson and R. B. Leighton developed the video
differential photometer magnetograph, more commonly known of as the Video
Magnetograph (VMG) at the California Institute of Technology [32]. This instrument
used an electronic equivalent of Leighton’s photographic subtraction technique to
construct a magnetogram. To simplify the structure of the telescope, so the entire
instrument could be mounted on the small refractor on campus, the spectrograph was
replaced by an 1/8 A Lyot filter tuned to the wing of a magnetically sensitive absorption
line. Use of a narrow-band filter further simplified the instrument by immediately
providing a monochromatic two-dimensional image as opposed to the one-dimensional
image as produced by a spectrograph. Thus, scanning the solar image across the

instrument, to build up a two-dimensional image, and the reconstruction of the two-
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dimensional image was not required. An electro-optic retardation plate, similar to the
ADP used in the Leighton photographic subtraction magnetograph, was used to convert
the oppositely circularly polarized components into linear polarizations which were
subsequently isolated by a linear polarizer, as in the Babcock magnetograph. Since the
entire instrument could be mounted on the part of the telescope that tracked the Sun, the
set of plane mirrors, used to feed the fixed spectrograph in previously discussed
magnetographs, were not required. Thus avoiding the bias signal due to spurious
polarization imparted on the signal by the plane mirrors. See Figure 1.21 for a schematic

of the original VMG system (from [33], p. 26).
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Figure 1.21 Schematic of the original VMG system.
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To keep costs low, standard commercial television equipment was used. The
entire process of making a magnetogram was under the control of a patchcord-
programmable controller. The state of the electro-optic retardation plate was
synchronized with the television detector. A many-track video disk recorder was used to
store the images. All video subtraction, averaging, and any other image processing, was
done in analog form. The final magnetogram was displayed on a television monitor and

photographed with a camera (Figure 1.22 from [33], p. 88).
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Figure 1.22 Saving the magnetograms from the original VMG system.
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Since the entire process was automatically controlled, and since the development
of only one photograph was required to produce a single magnetogram, the time from the
acquisition of the data to the production of a magnetogram was greatly reduced. The
relative ease of production encouraged the taking of many sequential magnetograms
which enabled the study of the temporal evolution of active regions on the time scales of
a few minutes.

Another disadvantage of the Leighton magnetograph was that each individual
photographic plate had unique defects and each photographic plate would be developed
slightly differently. The VMG avoided this problem in that there is a single electronic
detector. Any defects on the optics or the detector, such as dust or a malfunctioning pixel
element, will be canceled when the subtraction is performed. Thus, spurious features,
caused by these defects, do not appear in the final magnetogram. Only the final
photograph of the magnetograph, as displayed on the television screen, was saved.

It was desired at the outset that the instrument have a sensitivity of 1:1000. Since
commercial television images typically had a signal-to-noise ratio of 1:300 the sensitivity
of individual magnetograms needed to be increased. Since each magnetogram was stored
on the many-track video disk, many magnetograms could be averaged to increase the
signal-to-noise ratio of the final magnetogram. The signal-to-noise ratio should thus be
improved by N* if N magnetograms are averaged. Unfortunately, the signal to noise ratio
of actual magnetograms does not improve exactly by this law. As the total integration
time for a single magnetogram increases, the distorting effects of the atmosphere of the
Earth blurs the integrated image. Thus washing out small scale features that would

otherwise detected. In addition, solar features are not static. Small scale features on the
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Sun remain apparently the same for only a few minutes. Therefore, the magnetograms
become smeared by the actual motion of the features as the total integration times
becomes longer than the lifetime of the small scale features (the details of this will be
presented in detail in Chapter 3.6.2).. Typically, 64 magnetograms were averaged to
achieve the desired sensitivity of 0.1%. Approximately 10 seconds were required to
record the initial images and another 50 seconds were then required for subtraction and
averaging. Thus, a magnetogram could be automatically produced about once a minute.

Since no beam splitter was used, both the right and left-hand polarization images
traversed the same optical path. Also, since the left and right-hand polarization images
were obtained in sequence very rapidly, the VMG did not suffer from the fact that each
image set needed to be aligned. One image simply needed to be subtracted from the other
with the analog computer to obtain the difference. Another advantage to the fact that both
the left and right-hand polarization images used the same optical path is that each channel
had the same scale across the entire image. Therefore, there was perfect alignment across
the entire image and spurious features near the edges of sunspots, caused by different
scales across the images as in the Leighton magnetograph, were not produced.

As stated previously, this instrument was moved to BBSO and improved upon by
Mosher in 1972. Because of the mounting of the telescope at the time, the VMG was
mounted on a side bench of the 10 inch vacuum-refractor. A plane mirror was introduced
into the light path to divert the light to the instrument. The instrument has subsequently
been revised and improved. A description of the various forms of the instrument can be

found in [43].



58

The purpose of the BBSO magnetograph, from its inception, was to study the
changes in the morphology of the solar magnetic field with a high cadence. Since filter
based magnetographs, even with all of their limitations (many of which will be addressed
in the following chapters of this work), are ideally suited for this purpose all of the
discussed limitations can be tolerated. In reality, no single instrument can measure the
solar magnetic field, over the entire area of an active region, with both high accuracy and
high cadence. Therefore, it is not unusual to simultaneously study the solar magnetic field
with a variety of coordinated instruments, at multiple locations, from both on the ground
and in space, over a variety of wavelengths. The BBSO filter based magnetograph
provides one important data set in the overall study of solar magnetic fields.

The reminder of this work will discuss the details of the current variation of the
BBSO magnetograph — the Digital VVector Magnetograph (DVMG). Chapter 2 will focus
on the construction of the instrument. Chapter 3 will discuss the collection and calibration
of the data and the creation of the magnetograms. Results from the instrument will be
presented in Chapters 4 and 5. Chapter 5 will also review some future improvements and

current magnetogram projects.



CHAPTER 2

INSTRUMENTATION

Using Zeeman splitting (Section 1.3), solar magnetographs measure the polarization of
light from the Sun. The polarization properties of light can be represented by the Stokes
vector:

S (2.1)

I
_(Q
U
\%
where | is the total intensity of the light, Q is the intensity difference between the
horizontal and vertical linearly polarized parameters (Q = Qu - Qv), U is the intensity
difference between the linearly polarized components that are oriented at + 45° (U = Ua —
Ug) and V is the intensity difference between the right and left-handed circularly
polarized parameters (V = Vg — V) (Note that, from this point forward, Q, U & V will be
referred to as the Stokes elements while Qu, Qv, Ua, Ug, Vr & V| will be referred to as
the Stokes components). All polarization characteristics of light can be represented by
some combination of the above parameters. From the three polarization measurements
(Q, U & V), the strength and direction of the magnetic field, at every point in an image,
can be reconstructed. Thus, solar magnetographs are actually polarization analyzers,
inferring the strength and direction of the magnetic fields on the surface of the Sun by
analyzing the polarization of Sunlight.
Since the three polarization elements of the Stokes vector (Q, U & V) represent
the difference in intensity between their respective polarization components, each

individual component (Qu, Qv, Ua, Ug, Vr & V) must be isolated and imaged
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separately. To accomplish this task, a series of variable polarization optics is used
(Section 2.6). The purpose of the variable polarization optics is to convert the
polarization of the component that is to be imaged into linear polarization. The linear
polarization is isolated by a linear polarizer, used an as analyzer. Thus, only the desired
polarization component will successfully pass through the instrument and be imaged
while all other polarization components will be blocked. The specific details and
operation of the polarization optics will be discussed in Section 2.6.

The magnetograph at the Big Bear Solar Observatory (BBSO) is of the filter-
based type (Sections 1.9). The specific details of the BBSO magnetograph is the subject
of the current section. Typically, two types of magnetograms are obtained at the BBSO:
longitudinal magnetograms and vector magnetograms. Longitudinal magnetograms yield
the line-of-sight magnetic field, requiring only the Stokes-V element. Vector
magnetograms, reveal both the line-of-sight and the transverse magnetic field, require the
complete Stokes set (Q, U & V). The specific type of magnetogram obtained will depend
on the scientific goal of a particular observation.

Studies of the photospheric magnetic field can be divided into two general
categories: that of the quiet Sun and that of active regions. Observations of the magnetic
fields of the quiet Sun typically require only longitudinal magnetograms while
observations of active regions require vector magnetograms

The strength of the measured magnetic fields in quiet Sun regions are typically on
the order of a few to a few hundred Gauss, which is much weaker then those found in
active regions. Due to their relative weakness, the motion of quiet Sun magnetic fields

tend to be dominated by the turbulent motion of the solar plasma in the photosphere,
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which sweeps these fields in the lanes between the solar granules. The isolated
components of magnetic fields in quiet Sun regions tend to be essentially normal to the
solar surface and can be crudely envisioned as vertically floating magnetic “straws”.
Because quiet Sun magnetic fields are relatively weak, and tend to be normal to the solar
surface, the strength of the transverse components of quiet Sun magnetic fields are also
very weak and typically below the sensitivity level of current instruments. Considering
these factors, longitudinal magnetograms are considered to be sufficient for the study of
quiet Sun magnetic fields.

On the other hand, the strength of magnetic fields in active regions can be several
hundred to a few thousand Gauss. At this strength, the magnetic fields tend to dominate
the motion of the solar plasma in the photosphere and inhibit the convective motion of
the solar material. The magnetic fields are twisted and arrange themselves at any angle
relative to the solar surface. Therefore, both longitudinal and transverse magnetograms
are required to adequately reconstruct the magnitude and direction of the magnetic fields
of active regions. Of course, measuring the fields require a fairly sophisticated device.

A major challenge in the design and construction of astronomical instrumentation
is that the requirements of the optical, imaging and other components, and their
associated control software, is typically much different than the requirements for such
components that can be found in industry. Because astronomical instrumentation is a
relatively small part of the market, manufacturers typically do not take the requirements
of components for astronomical instrumentation into account when designing their
products. This problem tends to be even more pronounced when building instrumentation

for solar telescopes because the field of solar astronomy is a minority player in the
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astronomical instrumentation field as a whole. Of course, it is possible to order custom
components. However, because a production run for a custom component to be used in
astronomical instrumentation would typically be a single component, or very few, this
tends to make the cost prohibitive and the time scale for delivery unacceptable.

Clearly, the usual way around this problem is for individual astronomical facilities
to manufacture custom equipment specifically designed to meet their requirements.
However, designing and building a CCD camera, for example, from scratch is typically
beyond the capabilities of any astronomical facility.

Therefore, builders of astronomical instrumentation are forced to purchase
components, that are available on the market, whose characteristics most closely
resemble the ideal for their particular use. The exact design and implementation of the
instrument must then be made which both accomplishes the end goal of the instrument
and takes advantage of the specific characteristics of each individual component. In this
regard, the specific limitations and tradeoffs made will be addressed as each component

of the DVMG is discussed, in detail, in the following sections of this section.

2.1 Overview of the Instrument
The DVMG s a filter based magnetograph (Section 1.4.3). Figure 2.1 is a schematic and
optical layout while Figure 2.2 is a functional block diagram of the instrument. The basic
operation of a filter based solar magnetograph is as follows. The optics of the telescope
(labeled 25 cm in Figure 2.1) provide a beam of sunlight, of high focal ratio, to the
optical bench where the instrument is mounted. A Birefringent filter (labeled BF in

Figure 2.1), with a very narrow bandwidth, that is typically on the order of 1/4 A, isolates
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the wing of the magnetically sensitive absorption line under study. The Sun is imaged
onto an electronic detector (labeled CCD in Figures 2.1 & 2.2). In the case when the
absorption line being used lies in the visible portion of the solar spectrum, this detector is
typically of the silicon based charged couple device (CCD) type. Polarization optics
(labeled LCVR;y, LCVR,, FLC in Figures 2.1 & 2.2 and LP in Figure 2.1) isolates one of
the two desired polarization components of the particular Stokes set of interest. The
detector takes a single image of that first polarization component and that image is saved
in the RAM of the computer which controls the instrument. The polarization optics then
isolate the second polarization component. The detector takes a single image of that
second polarization component which is also saved in RAM. If there is a magnetic field
present, the intensity of the two images, at any individual point, will be slightly different
(as will be discussed in Section 2.9). The process of taking single images, of alternating
polarization components, is repeated and each new image is summed, with its appropriate
fellows, to increase the signal to noise ratio to the desired level. When the number of
images required to reach the desire signal-to-noise ratio have been integrated in RAM, a
magnetogram is produced by displaying the difference between the two integrated

polarization images divided by their sum.
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Figure 2.1 Schematic and optical layout of the DVMG.
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Figure 2.2 Functional block diagram of the DVMG.
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For example, in the case when quiet Sun magnetic fields are being studied, where
only the longitudinal magnetic field is required (as previously discussed), all of the
locations in the image where the magnetic field is directed toward the instrument will be
positive while all of the locations in the image where the magnetic field is directed away
from the instrument will be negative. This magnetogram can then be conveniently
displayed where all of the positive values are plotted as shades of white, all of the
negative values are plotted as shades of black and the areas where no magnetic field is
present is plotted as a uniform gray (Figure 1.15, Section 1).

The specific details of the telescope will now be discussed, each element of the
instrument, as shown in the schematic diagram, and the computers which control both the

telescope and the DVMG.

2.2 Telescope Details and Limitations
There are three primary telescopes at the BBSO (Figure 2.3). The 65 cm vacuum-
reflector and the 25 cm and 20 cm refractors. Both the 65 cm vacuum-reflector and the 25
cm refractor are configured as high-resolution telescopes, thus only imaging a small
portion of the solar disk. Specifically, the 65 cm vacuum-reflector has a useable field-of-
view of approximately 100 arc-sec while the 25 cm refractor has a useable field of view
of approximately 300 arc-sec (one arc-sec is equivalent to 725km on the Sun). The 20 cm
refractor is configured to operate as a full-disk instrument. The three primary telescopes

can be seen in Figure 2.4.
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Figure 2.3 The Big Bear Solar Observatory (BBSO).

Figure 2.4 Photo of the telescope assembly at BBSO.
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Figure 2.5 Optical bench of the 25 cm vacuum-refractor.
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The 65 cm vacuum-reflector is mounted on an equatorial fork-mount. In an
equatorial type mounting, only the right-ascension axis (the axis parallel to the rotation
axis of the Earth) needs to be rotated to track an object across the sky as the Earth rotates.
Both the 25 cm and 20 cm refractors are mounted piggy-back onto the 65 cm vacuum-
reflector. However, each piggybacked telescope has an independent guider so that the 65
cm vacuum-reflector and the 25 cm refractor can be pointed at, and accurately track,
different areas on the solar disk. The 20 cm refractor also has an independent guider so
that the 65 cm vacuum-reflector need not be pointed at the center of the Sun to maintain
proper alignment of the image of the Sun on the detector of the full-disk telescope.

The DVMG is mounted on the 25 cm refractor. There are three optical benches on
this telescope (Figure 2.5). Each bench has a unique instrument controlled by a separate
computer. Light is directed to each bench by a computer controlled mirror assembly
(inside the black metal box slightly above the center of Figure 2.5). The DVMG is
mounted on the center bench, with a straight-through light path, to avoid affecting the
polarization of the light by reflection, which can greatly complicate the measurements of
the solar magnetic field as was discussed in the introduction. The two side benches image
the same area on the Sun, one in Ha (656.3 nm) and the other in Ca Il K (393.3 nm), at
the same scale (0.6 arc-sec/pixel, as does the magnetograph). The DVMG and the two
instruments on the side benches can be used in any desired sequence to fulfill the
requirements of the observations carried out at that time.

As briefly discussed in the introduction, while mounting a magnetograph on the
moving telescope has the great advantage of avoiding spurious polarization imparted by

reflection from mirrors, it does have several disadvantages. Mainly, the space available to
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contain the instrument tends to be much more limited when the instrument is installed on
the telescope as opposed to being mounted on a stationary optical table. Specifically, the
space available, on the center optical bench of the 25 cm refractor, along the direction of
the light path is 90 cm, while the cross sectional area is approximately 25 cm x 25 cm.
The entire instrument must be contained in this space, including the birefringent filter
(the large silver rectangular shaped box at the center of Figure 2.5), which is, by far, the
largest single component at 35 cm in length. This is a much more limited space than the
stationary optics table in the Coude’ room below the telescope, which measures 2 m x 4
m, where available space for instrumentation tends to be much less of a limitation.

A second disadvantage is that it is absolutely required that the temperature of the
air immediately surrounding the telescope be as close as possible to the temperature of
the air outside the observatory building to avoid the degradation of the solar image
imparted by turbulent air currents. The aperture through which light reaches the telescope
(see Figure 2.4) is, of course, closed during times which the telescope is not in operation
and/or during times of inclement weather. However, it must be open during observations.
Not only to allow light to reach the telescope but also to allow the outside air to properly
mix with the air in the vicinity of the telescope. For example, if the air temperature
outside the observatory building is —7° C (20° F) then the air temperature immediately
surrounding the telescope, and any instrumentation mounted thereon, should also be -7°
C. This presents challenges because many components used in astronomical
instrumentation are fragile and demand a much more benign environment, thus requiring

protection from the outside environment and accurate temperature control.
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It must be kept in mind that filters and polarization optics must not only be kept at
a constant temperature, but a clear optical path must also be maintained. Also,
adjustments must be made, from time to time, in the alignment and rotation of filters and
polarization optics without disturbing their operating temperature. This requirement for
strict temperature control, of certain components, conspires with the very limited space
available for the instrument to create difficulties and limitations in the design of the
instrument.

Another disadvantage of mounting an instrument on the telescope is that of
telescope flexure. The telescope must track the Sun across the sky to compensate for the
rotation of the Earth. As it does so, the gravity vector is continually changing. Thus, the
slight bending of the mounting, the telescope proper and the optical benches also changes
with time. This problem manifests itself most notably in that a set of flat-fields taken
early in the day, for example, will not completely correct for dust and dirt on the optics
and non-uniformities in the light path in images that are taken later in the day. An
obvious solution to this problem would be to take several flat field images through the
day. Unfortunately, the time required to take flat field images for the DVMG is much
greater than other instruments. Specifically, it typically takes at least 15 minutes to take a
flat field sequence for the DVMG, not to mention the significant computing time required
to generate the flat field files after the data is acquired. While taking several flat field
sequences through the day would more precisely account for optical non-uniformities, the
time required to acquire the flat fields would be a significant fraction of the observing
time. Therefore, only one set of flat field images are typically taken per day. In actual

practice, flat field images taken at the start of an observing day do indeed remove most of
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the non-uniformities in the optical path even in images taken several hours after the flat
fields are acquired. However, if it is determined that higher quality flat fields are required
for the observing run during any particular day, the observer can schedule time for
additional flat fields. The specific creation and use of flat fields for the DVMG will be

discussed, in detail, in Section 3.5.

2.3 Image Scale and Light Throughput
In modern solar instrumentation, image scale is defined as the amount of the solar surface
that is imaged onto a single pixel of the CCD camera (black cube protruding from the
white box near bottom-center of Figure 2.5). This value is stated in arc-sec / pixel. The
actual image scale that is used is a compromise between three competing factors — image
resolution, signal level of an individual exposure and the apparent size of a typical large
active region on the Sun.

The resolution (diffraction limit) of a telescope can be defined by:

r=1.221/d (2.2)

where r is the resolution in radians, A is the wavelength of light of the spectral line being
used and d is the diameter of the objective. Using 610 nm for the wavelength of light and
2.5 x 10% nm (25 cm) for the diameter of the objective yields a resolution of 3.0 x 10°®
radians or 0.6 arc-sec. Thus, the Nyquist sampling rate would be 0.30 arc-sec / pixel to
completely record all of the detail that the telescope is capable of resolving.

While the specific details of the CCD camera used on the DVMG will be

discussed in detail in Section 2.7 below, some characteristics of the camera will be
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introduced here for the purpose of the current discussion. The signal level of an
individual exposure is a function of the number of photons reaching the detector per
second, the quantum efficiency of the detector and the exposure time. Once a specific
camera has been chosen for use on a specific instrument the amount of light reaching the
detector and the quantum efficiency characteristics of the camera can not be changed.
Therefore, the only way to adjust the signal level of a single exposure is to adjust the
exposure time. To fully take advantage of the 12-bit capability of the CCD camera used
on the DVMG the exposure time must be long enough to approximately fill the electronic
wells of the pixels.

It has already been noted that the light throughput of the instrument is very low
due to the light throughput characteristics of the individual optical components used.
Because the Sun is so bright, and the fact that the instrument is mounted on a telescope
whose primary objective is 25 cm in diameter, it might appear that the instrument is
provided with more than enough light. In actuality this is not the case. First, the fact that a
linear polarizer (LP in Figure 2.1) must be used to isolate the individual Stokes
parameters reduces the light level by 50%. Then, each optical and polarization
component reduces the total light level in the pass-band, in turn.

The pre-filter (PF in Figure 2.1) has a transmission, in the pass-band, of
approximately 80%. The three polarizers (LCVR;, LCVR; & FLC in Figures 2.1 & 2.2)
each has a transmission of approximately 90%. The birefringent filter (BF in Figures 2.1
& 2.2) has a transmission of approximately 2% in the pass-band. Finally, the CCD
camera (CCD in Figures 2.1 & 2.2) has a quantum efficiency of approximately 15% at

the operating wavelength of the instrument (610 nm). The next result is that less than
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1/1000™ of the light that enters the telescope, in the pass-band of the instrument, is
actually detected by the CCD camera.

Finally, the apparent size of a typical large active region on the Sun must be taken
into account. In general, it is desired to be able to image an entire active region in a single
frame without repositioning the telescope. The largest active regions on the Sun can be
on the order of 400 arc-sec across. It is thus desired to set the scale to at least
approximately image a region on the Sun of that size on the detector.

It must be noted that it is always desired to use the shortest exposure time possible
to minimize the distorting effects of the atmosphere of the Earth. These three aspects
(image resolution, signal level and the apparent size of an active region on the Sun) tend
to compete against the desire to record all of the detail that the telescope is capable of
resolving. The detector has 1024 x 1024 pixels. The camera is always used in the 2 x 2
binning mode producing an effective array of 512 x 512 pixels. By summing the light
from four adjacent pixels, the exposure is thus reduced by an equivalent amount, but
sacrificing image resolution.

Taking all of these factors into account, the optics of the 25 cm refractor were
designed to provide a scale at the focal plane of approximately 20 arc-sec / mm. The
exact image scale is easily adjusted by a zoom-lens (L4 in Figure 2.1, black cylinder just
below the birefringent filter in Figure 2.5) which produces the final image on the
detector. By reducing the image scale from the Nyquist rate, to concentrate more light on
each individual pixel, the exposure can be shortened to a reasonable time. The size of
each image pixel, after binning, is 28 um x 28 um. The exposure used is 120 ms. The net

result is an image scale of 0.6 arc-sec / pixel producing an image that is 300 arc-sec
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across on the detector. This is a good compromise between resolution, signal level of an
individual exposure and the apparent size of a typical large active region. If the scale
were to be set to the Nyquist sampling rate of 0.25 arc-sec / pixel, the image would only
be 130 arc-sec across, which is smaller than a mid-side active region. Also, the exposure
to acquire the same signal level of an individual frame would increase to 700 ms allowing

the distortions caused by the atmosphere of the Earth to degrade the image.

2.4 The Ca | Absorption Line
The absorption line used by the DVMG is the magnetically sensitive Ca I line at 610.273
nm, the center line of the Calcium triplet in that region of the solar spectrum. A plot of
the Calcium triplet is shown in Figure 2.6 (courtesy [44]). The line has a center depth of

22% of the continuum intensity, a FWHM of 0.015 nm and a Lande" g-factor of 2.
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Figure 2.6 The Ca | absorption line profile.
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The narrowness of this line, when compared to the 0.025 nm band-pass of the
birefringent filter, is the source of some loss of sensitivity in magnetic field
measurements. This loss of sensitivity arises from the fact that, when the filter is tuned to
the center of the blue wing of the Ca I line, there is some leakage from the continuum on
the blue side of the filter and from the line center and some of the red wing of the line on
the red side of the filter. This situation is, unfortunately, unavoidable when using a
typical birefringent filter. Birefringent filters with band-passes that are narrower than
0.025 nm are very rare and very expensive. In addition, birefringent filters intrinsically
have a very poor light throughput in the band-pass. The specifics of birefringent filters
will be discussed in Section 2.7.

The only solution to this problem is to use a Fabry-Perot’ filter, which, typically,
has a band-pass on the order of 0.01 nm or less. However, the use of a Fabry-Perot’on a
moving telescope in an outside environment presents its own unique set of challenges, as
previously discussed (Section 2.2),. This is most certainly an option in a future upgrade

of this instrument (Section 6.5).

2.5 The Pre-Filter
The purpose of the pre-filter (PF in Figure 2.1) is to suppress the side-bands of the
birefringent filter (Section 2.7), which are a natural consequence of the design of that
specific type of narrow-band filter, and to block ultra-violet light which can damage the
ferroelectric liquid crystal ¥-A plate (Section 2.6.4). The pre-filter for the instrument,

from Barr Associates in Cambridge, MA, has a central wavelength of 610.1 nm, a band-
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width of 1.4 nm and a transmission of approximately 75%. A plot of the transmission

curve for the pre-filter is shown in Figure 2.7.
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Figure 2.7 The Pre-filter band-pass.

It was important to obtain a pre-filter with the highest transmission reasonably
possible to maximize the light throughput of the instrument. This was especially
important due to the fact that the birefringent filter has a very low transmission in its
band-pass (Section 2.7) and the CCD detector has a relatively low quantum efficiency
(Section 2.8). The transmission of the birefringent filter and the quantum efficiency of the

CCD detector will be discussed in the appropriate sections below.
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2.6 Polarization Optics
As discussed in the opening paragraphs of Chapter 2, a solar magnetograph determines
the magnetic field on the Sun by measuring the polarization of sunlight. By measuring
the polarization components of the Stokes vector (Q, U & V), one can infer the strength
and direction of the solar magnetic where: Q = Quy- Qy, U=Ua—-Ug and V = Vg - VL.
The incoming light form the Sun contains a mixture of these polarization components.
The purpose of the polarization optics (LCVR;, LCVR,, FLC & LP in Figures 2.1 & 2.2)
is to isolate the individual Stokes components (Qu, Qv, Ua, Ug, Vr & V), so each may
be imaged separately, and the Stokes elements determined form the equations above. The
Stokes components are isolated using the following steps.

Step 1: Stokes Parameter Selection - The first step in isolating the Stokes
components is to determine which Stokes element is to be measured (Q, U or V) and to
then convert the appropriate Stokes components into a set of orthogonal linear
polarizations that are aligned with the linear polarizer that is used to isolate each
polarization component. (In the case of the DVMG, the Q components arrive at the
instrument as a set of orthogonal linear polarizations already in the correct orientation
and need not be converted from their original form.) The two Liquid Crystal Variable
Retarders act as the Stokes parameter selectors. The details of exactly how the two Liquid
Crystal Variable Retarders accomplish this task will be discussed, in detail, in Section
2.6.

Step 2: Stokes Component Selection — Once the set of Stokes components of
interest are converted into orthogonal linear polarizations, the particular Stokes

component that is to be imaged must be aligned parallel to the linear polarizer that will
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isolate the component. This is accomplished by the Ferroelectric Liquid Crystal. For each
set of Stokes components (Qn/Qv, Ua/Ug & VRr/V|) one component (Qn, Ua & Vg,
depending on which Stokes parameter has been selected in Step 1) is already parallel with
the isolation linear polarizer when the light immerges from the Stokes parameter
selection optics (Step 1). Therefore, these three components need not be changed.
However, their counterparts (Qv, Us & V) immerge from the Stokes parameter selection
optics rotated 90° to the isolation linear polarizer. Therefore, these three components
must be rotated to be parallel with the isolation linear polarizer. Again, the details of
exactly how the Ferroelectric Liquid Crystal accomplishes this task will be discussed in
Section 2.6.

Step 3: Stokes Component Isolation — The purpose of the Stokes Parameter
Selector (Step 1) and the Stokes Component Selector (Step 2) was to convert the
polarization of the particular Stokes component that is to be imaged into a linear
polarization that is parallel to the linear polarizer (LP in Figure 2.1). Therefore, the linear
polarizer will only pass one of the six Stokes components, which will be imaged by the
CCD detector. Since each pair of Stokes parameters immerges from the Stokes Parameter
Selector as orthogonal linear polarizations, the partner of the individual Stokes
component that is being imaged at any particular time is blocked by the linear polarizer.
The four Stokes components that are used to create the two Stokes parameters that are not
to be imaged at that particular time will be either circularly polarized or linearly polarized
+45° to the isolation linear polarizer. Therefore, each component will be attenuated by %2
by the linear polarizer and cancelled with its partner when the Stokes parameter is

determined.
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Before proceeding with the details of how the polarization optics isolate a
particular Stokes component of interest, Mueller Calculus will be reviewed, which will
enable us to track how each polarization optic effects the polarization of all of the Stokes

components.

2.6.1 Review of Mueller Calculus

Mueller calculus can be used to analyze the effects that a specific polarization optic will
have on a specific polarization of light. In this method, the polarization properties of light
are represented by the Stokes vector Sy (Equation 2.1) and the polarization properties of
the polarization optic are represented by a matrix. In general, the Muller matrix for a

waveplate with a retardence of 6 and the angle of the fast axis relative to the horizontal,

in degrees, of ¢ is given by:

1 0 0 0
0 C?+S%cosd SC(l—-cosd) —Ssi
M = + 2( : ) Ss_m& 2.3)
0 SC(l-coss) S“+C°cosd Csind
o Ssing -Csino Coso
where:
C =c0s(2¢) (2.4)
and
S =sin(2¢). (2.5)

The polarization state of the output light can then be calculated by:

S1=M Sy, (2.6)
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where S; is the Stokes vector out the output light, M is the Mueller matrix of the optic
under consideration and Sy is the Stokes vector of the input light.

For example, horizontal linearly polarized light can be represented by the Stokes
vector:

(2.7)

e B come Y T )

The Mueller matrix for a ¥s-wave plate, whose fast axis is rotated 45° from the horizontal,

0 0 0
=

is:

(2.8)

<
1
OO -

0 0
010
1 0 0

Multiplying the input Stokes vector by the Muller matrix of the polarization optic yields:

S (2.9)

1
— D (O

which is the Stokes vector that represents right-hand circular polarized light, as one
would expect.
If it is desired to determine the effect that a series of polarization optics will have

on an input polarization, the Muller matrix of each successive optic is multiplied in series

by:

Sl = Mn Mn-1 M1 M2 So. (210)
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The Muller matrices for several common retarders, at several ideal angles of
rotation, and the Stokes vectors for several ideal polarizations of light, are given in

Appendix A.

2.6.2 Principles of Retarders
Retarders (or wave plates) are optical devices that are used to control and/or analyze the
polarization of light. The optic is made of a birefringent material having two indices of
refraction — the ordinary index n, and the extraordinary index ne — whose axes are
perpendicular to each other. By definition, ne > n,. The ordinary axis is referred to as the
fast axis and the extraordinary axis is referred to as the slow axis.

Light traveling through any medium has a velocity that is dependent on the

effective index of refraction of the optical material. The velocity is given by:

v=c/n, (2.11)

where c is the speed of light in a vacuum and n is the effective refractive index.

Retarders operate by effectively vectorially decomposing the incident light into
two orthogonal linearly polarized components, one parallel to the fast axis and the other
parallel to the slow axis. Light traveling parallel to the slow axis experiences a higher
index of refraction and, therefore, travels with a slower velocity. This light is thus
delayed (or retarded) when compared to the light that is traveling parallel to the fast axis.
This phase shift between the two orthogonal components produces a change in the output
polarization.

An example of how retarders operate is shown in Figures 2.8 & 2.9. Linearly

polarized light is input into a retarder at an angle of 45° to the fast axis (x-axis). The input

82



light is decomposed into two orthogonal components (dark solid wave and dashed wave),
one parallel to the fast axes (x-axis) and the other parallel to the slow axes (y-axis) of the
optic. If one traces the path of the head of the vector-sum of the two orthogonal
components (blue vector) as the light wave moves along the z-axis from left to right, one
will see that the vector oscillates from upper-left to lower-right, indicating light linearly

polarized 45° to the fast-axis (Figure 2.8).

y—axis (slow)

x—axis (fast)

Direction of Travel——>

Figure 2.8 Orthogonal decomposition of linearly polarized light.

In this example, the retarder induces a phase shift of 90° to the component that is
parallel to the slow axis (the dark solid wave) as shown in Figure 2.9. If one now traces
the path of the head of the vector summation of the two components (blue vector), as
viewed from the direction in which the light is traveling, one will see that the vector is

rotating counter-clockwise, indicating circularly polarized light.
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y—axis (slow)

x—axis (fast)

Direction of Travel] ——>»

Figure 2.9 Orthogonal decomposition of circularly polarized light.

The retardance of an optic, in waves, is given by:

S=PBtA, (2.12)

where B = (ne - no) iIs the birefringence of the optical material and A and t are,
respectively, the wavelength of light and the thickness of the birefringent material in
similar units. In the above example, the light that was parallel to the slow axis was

delayed by 90° or ¥ -wave. Thus the optic would be referred to as a Y2-wave plate.

2.6.3 Nematic Liquid Crystal Variable Retarders

The Nematic Liquid Crystal Variable Retarders (LCVR) used for the DVMG were
purchased from Meadowlark Optics in Frederick, CO. These variable retarders are
continuously tunable wave plates, whose retardance is a function of an applied voltage.
The units that are used for the DVMG were specifically designed to operate in the visible
portion of the spectrum (400 — 700 nm) and have a transmission, at 610 nm (the operating

wavelength of the DVMG), of approximately 96%. The entire unit is contained in an
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aluminum housing that is 7.62 cm (3 inches) in diameter, 2.54 cm (1 inch) thick and has a
clear aperture of 4.32 cm (1.7 inches) (labeled D in Appendix B).

The operating temperature range of the LCVR is from 10° C (50° F) to 50° C
(120° F). The retardance of the LCVR, at a given applied voltage, is a function of
temperature. From an environmental temperature point of view, the telescope and much
of the accompanying instrumentation, including the DVMG, are exposed to outside
temperatures as discussed in Section 2.2. These temperatures can typically range from
35° C (95° F) in the summer to —12° C (10° F) in the winter. Therefore, the LCVR must
be contained in a temperature controlled housing. This housing maintains a constant
temperature, within the operating range of the LCVR, so that the retardance is only a
function of applied voltage. The details of the temperature controller are discussed in
Section 2.6.7.

The operating principle of the LCVR is the following. Two optically flat fused
silica windows are spaced a few microns apart, forming a cavity. The windows are coated
with a thin layer of transparent conductive indium-tin-oxide (ITO) forming two parallel
electrodes. The ITO coating is specifically designed for maximum transmission in the
visible and near-infra-red portion of the spectrum. The cavity is filled with a birefringent
nematic liquid crystal material. A characteristic of the nematic liquid crystal material is
that, on average, the molecules are aligned with their long axes parallel to each other but
with their centers randomly distributed. With no voltage applied, the long axes of the
molecules are parallel to the optical windows. In this state, the optic produces maximum

retardance (Figure 2.10A, courtesy [45]).
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Figure 2.10 Schematic & operation of the nematic liquid crystal variable retarders.

When a voltage is applied, the molecules begin to turn away from being parallel
to the optical windows, reducing the retardance of the optic. When the long axes of the
molecules are perpendicular to the windows the minimum retardance is achieved (Figure
2.10B). As indicated in the figure, the molecules at the surface of the windows are unable
to rotate freely. This causes a residual non-zero retardance even at maximum voltage (20
volts). However, zero retardance is achieved with the introduction of a additional layer of
birefringent material, with a fixed negative retardance, onto the optical window during
the manufacturing process. Thus, all values of retardance, between zero and %2-A of light
can be achieved by setting the applied voltage to the appropriate value (Figure 2.11,

courtesy [45]).
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Figure 2.11 Example of retardance vs. input voltage for the LCVR.

The retardance of the LCVR is set via an input electrical control signal. This
control signal must be a 2 kHz square wave, of adjustable amplitude. This is most easily
achieved using Meadowlark’s model D2040 Liquid Crystal Digital Interface (labeled J in
Appendix B). This unit receives a value, between 0 and 20000, via the parallel port of the
instrument control computer, and creates a 2 kHz square wave whose amplitude, in mili-
volts, is determined by the input value. Therefore, the instrument control software can
easily and quickly change the retardance of the LCVR to the required value.

The response time of the LCVR (the time from when the applied voltage is
changed to the time the desired retardance is actually achieved) is a function of several
parameters. Thickness of the birefringent material, viscosity and temperature all effect
the response time. In addition to these parameters, the response time is also a function of
the direction of the change in the retardance. If the retardance is increasing (the
birefringent molecules are rotating towards their relaxed position as in Figure 2.10A) the
response time is determined by the mechanical relaxation time of the molecules. If the

retardance is decreasing (the birefringent molecules are rotating away from their relaxed
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position, as in Figure 2.10B), the response time is determined by the response of the
molecules to the applied electric field. Figure 2.12 (courtesy [45]) shows typical response
times of the LCVR for both increasing and decreasing retardance. As can be seen, time
required to change from low retardance to high retardance is much greater then the time

required to change from high retardance to low retardance.

Figure 2.12 Typical response time of a LCVR.

2.6.4 Ferroelectric Variable Retarders

The Ferroelectric Liquid Crystal (FLC) adjustable waveplate used for the DVMG was
purchased from Displaytech in Boulder, CO. This adjustable retarder has a fast axis (see
Section 2.6.2) can be set to one of two angles of rotation separated by 45° by an applied
voltage. The unit that is used for the DVMG was specifically designed to operate as a Y-
A plate at 610 nm (the operating wavelength of the DVMG) and has a transmission of
approximately 80%. The entire unit is contained in an aluminum housing that is 3.81 cm
(1.5 inches) in diameter, 1.27 cm ( % inch) thick and has a clear aperture of 2.54 cm (1

inch).
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Briefly, the operating principle of the FLC is the following. The FLC unit
contains a thin layer of FLC material, which is composed of long rod-shaped molecules,
sandwiched between two parallel optical windows. The windows are coated with a thin
coating of transparent material forming electrodes. The long axes of the FLC molecules
tend to orient themselves parallel to each other, defining the fast birefringent axis of the
optic. The applied electric field produces a torque causing the molecules to reorient
themselves to one of the two angles of rotation, thus defining the two angles of the fast
axis of the Y-\ plate.

The signal which determines which of the two angles of rotation the FLC will be
driven to is provided by the Displaytech DR95 driver unit. This driver unit is controlled
by a simple TTL signal where a logical 0 input, from the instrument control computer,
indicates and angle of rotation of 0° while a logical 1 input indicates an angle of rotation
of 45°. In addition to the simplicity of controlling the FLC via the Displaytech diver,
there is the added advantage of safety. The signal provided to the FLC by the driver is
simply £5 volts DC, depending on which state the FLC is to be driven to, while the KDP
crystal, which was replaced by the FLC crystal upon its failure in 1996, required a 5 kV
drive signal.

The response time of the FLC is much faster than that of the LCVR. The typical
time required to switch from one state to the other is on the order of 100 uSec. Since the
typical exposure time of a single image is 120 mS and the response time of the LCVR is
on the order of a few tens of mS this is consider to be instantaneous when considering the

operation of the DVMG.
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The FLC is designed to operate at 21° C (70° F). Since the telescope and its
accompanying instrumentation are exposed to the outside environmental temperature (as
discussed in detail in Section 2.2) the FLC unit must also be contained in a temperature

controlled housing.

2.6.5 Three Crystal Optical Layout
The rotation and retardance values for the two LCVRs and the FLC that will select the
Stokes components (I, Qu, Qv, Ua, Ug, VR & V) can be found in Tables 2.1 & 2.2,
respectively. Note that the calibration of the retardances and the rotation angles of the
two Liquid Crystal Variable Retarders (LCVR; & LCVR; in Figure 2.1) and the rotation
angle of the Ferroelectric Liquid Crystal (FLC in Figure 2.1) will be discussed in Section
in2.6.6.1.

Also note that the | image is simply a 610.3 nm intensitygram and is not involved
in the determination of the solar magnetic field. The intensitygram is used as the
corresponding “white-light” image to the magnetograms that are generated using the

Stokes-U, Q and V images and is presented here for completeness.
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Table 2.1 Polarization Crystal Rotation Angles

Stokes LCVR," LCVR," FLC
Component
I 0° 45° 0°
Qn 0° 45° 0°
Qv 45°
Ua 0° 45° 0°
Us 45°
VR 0° 45° 0°
Vi 45°

* - Note that the LCVR are variable retarders and do not change rotation.
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Table 2.2 Polarization Crystal Retardance Values

Stokes LCVR; LCVR, FLCY
Element
| 0-A 0-A Yo-\
Q Ye-) Ye-) Yo
U 0-A 0-A Yo-\
\ 0-A Y-\ Yo-\

v - Note that the FLC is a fixed %2-A plate that has two rotation values.
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As an example, exactly how the polarization optics isolate the Vg component
using Mueller matrices, will be reviewed. Similar examples can be performed for the
other five polarization components of the Stokes vector (Qn, Qv, Ua, Ug, & V\).

As was discussed in Section 2.8.1, the Mueller matrix for the light output from

any series of retarders is:
Sl = Mn Mn_1 M1 M2 So, (213)

where S; represents the output light, Sp represents the input light and My represents the

Mueller matrices of each optic, in order. In the case of the DVMG:
S1=M3M;M; S (2.14)

where M; and M, represent the Mueller matrices of LCVR; & LCVRy, respectively and
M3 represents the Mueller matrix of the FLC.

In all cases, So, which represents the input light (Qno, Qvo, Uao, Uso, Vro & V1),

Qro= CQw= |71, (2.15, 2.16)

OO = -
o o

Uno = , Uso=|-1 |, (2.17.2.18)

O = D
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| |
VRo = 0 Vi = 0 (2.19, 2.20)
0 0
1 -1
When isolating the Vg component:
1 0 0 0 1 0 0 0
m= 0 1 00 M=| 0 0 0- (2.21,2.22)
0 01 0 0 01 0
0 0 01 01 00
1 0 0 0
& M3z = Ul 00 (2.23)
0 04 0
0 0 0-1

Solving Equation 2.14, where S; represents the six output Stokes components (Quo, Qvo,

Uao, Uso, Vro & V10):

1 1
= ; = 0 2.24,2.25
Qm1= 0 Q1= 0 (2.24, 2.25)
1 -1
1 1
0 0
Un=1_1 [ Us=| 1 (2.26, 2.27)
0 0
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1 1

Va= |7l & vu=| 1 (2.28, 2.29)
0 0
0 0

Note that Vr; is the Mueller matrix for linearly polarized light in the vertical
direction (parallel with the isolation linear polarizer) and will thus pass through the
isolation linear polarizer while V1 has been completely blocked. The other four
components are attenuated by %. Thus, the image taken with the CCD camera in this
example is of the Vg component of the Stokes vector. The accompanying components of
the Stokes vector (Qn, Qv, Ua, Ug, & V) are subsequently acquired. The details of the

actual creation of magnetograms from the Stokes components is presented in Chapter 3.

2.6.6 LCVR and FLC Calibration

The rotation angle of the two nematic liquid crystal variable retarders (LCVR) (the
Stokes parameter selectors) and the single ferroelectric crystal (FLC) (the component
selector) must be calibrated to the optical axis of the instrument. These three optics are
attached to the optical bench of the instrument on mounts, which can be adjusted in
rotation angle. The optical axis of the instrument, while ultimately arbitrary, is defined by
the input linear polarizer of the birefringent filter, which is also used to isolate the
particular Stokes parameter that is to be imaged, as discussed at the beginning of Chapter
2. The angle of this linear polarizer is rotated 22° CCW from the vertical (when looking
up the optical axis from the CCD camera). Also, the voltages that determine the
retardance values for each LCVR must be set. Calibrating both the rotation angle of the

optics and the voltages for the retardances must be done for each optic independently and
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by experiment. With practice and a cloudless sky, the entire process can be accomplished
by two people, one operating the instrument control computer and the other at the
telescope adjusting the rotation of the crystals, in a few hours. The order in which the
three polarization optics are calibrated is ultimately irrelevant. Therefore, the calibration
procedure will be discussed in the order that the optics are mounted in the light path.

The voltages for each LCVR must be easy to set and change during the calibration
procedure. To accomplish this task, a program, provided by the manufacturer, which
allows the user to manually set the LCVR voltages is used. This program communicates
with the Liquid Crystal Digital Interface via the parallel port. The user can simply input
the desired voltage, in milli-volts, and the digital interface produces the required 20 kHz
square wave with the desired amplitude.

As discussed in Section 2.6.5, the fast axis of LCVR; must be calibrated to 0° and
the fast axis of LCVR, must be calibrated to 45°. Also, one state of the fast axis of the
FLC must be calibrated to 0°. Since the rotation angle of the two states of the FLC are, by
design, separated by 45°, only the angle of one of the two states need be calibrated. The
voltages which set each LCVR to both 0-A and ¥%-A must also be determined.
2.6.6.1 Calibration of LCVR; and LCVR.. Goal - Calibrate the rotation angle of
LCVR; to 0° and determine the voltages that will produce 0-A and %-A of retardance.

Step 1) Remove all of the polarization optics from the optical bench of the
DVMG (except the input linear polarizer of the birefringent filter, the angle of which

defines the optical axis of the instrument) (Figure 2.13).

96



Lp,

Light
— CCD
Path

Figure 2.13 Optical diagram of Stepl of calibrating LCVR;

Step 2) Align a linear polarizer, mounted at the front of the instrument (LP; in
Figure 2.14), to be parallel with LP, (Figure 2.14). This is accomplished by slowly
rotating LP; while monitoring the brightness of the image with the CCD camera mounted

on the instrument. LP; is rotated until the brightness of the image is at a maximum

(Figure 2.15). The fast axis of LP; is now oriented to 0°.
LP,

LP,
Light
g | CCD
Path

Figure 2.14 Optical diagram of Step 2 of calibrating LCVR;.

Intensity

—90 Deg. 0 Deg. 90 Deg.
Rotation Angle

Figure 2.15 Light intensity at the CCD vs. rotation angle of LP; for Step 2.
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Step 3) Mount a fixed ¥%-A plate (QWP in Figure 2.16) immediately after LP; and
calibrate its rotation angle to 45°. This is accomplished by slowly rotating the fixed ¥4-A
plate, while again monitoring the brightness of the image with the CCD camera, until the
brightness of the image is at a minimum. When the rotation angle of the QWP is at 45°
the QWP will convert the input linear polarization into circular polarization which will be
attenuated by % by LP1. It will become clear as the calibration procedure continues as to
why a linear polarizer %-A plate combination need be used to produce circular
polarization instead of an individual circular polarizer. The linear polarizer and the %-A
plate are used only to calibrate the rotation angle of the two LCVRs and the FLC and the
retardances of the two LCVRs. After the calibration procedure is complete they are

removed from the instrument.

LP, 14 WP LR

Light
— () CCD
Path

Figure 2.16 Optical diagram of Step 3 of calibrating LCVR;.

Step 4) LCVR; is mounted in the light path between the LP; / QWP set and LP,,
Using the retardance vs. voltage plot for that particular LCVR, which was supplied by the
manufacturer shown in Figure 2.18, the retardance of LCVR; is set to approximately %s-A

by the instrument control computer.
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Figure 2.17 Optical diagram of Step 4 of calibrating LCVR;.
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Figure 2.18 Typical retardance vs. voltage plot for a LCVR.

Step 5) LCVR; is slowly rotated while the brightness of the image is monitored by
the CCD camera. A Ys-A plate will convert circular polarization into linear polarization

that is oriented 45° to its fast axis. Therefore, LCVR; is rotated until the brightness of the
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image reaches a maximum. The rotation angle of the fast axis of LCVR; is approximately

45° (Figure 2.19).

Intensity

0 Deg. 45 Deg. 90 Deg.
Rotation Angle

Figure 2.19 Light intensity at the CCD vs. rotation angle of LCVR; for Step 5.

Step 6) The retardance of LCVR; is manually adjusted, via the instrument control

computer, until the brightness of the image is again at a maximum (Figure 2.20).

Intensity

0—Wave 1/4—Wave 1/2-Wave
Retardance

Figure 2.20 Light intensity at the CCD vs. retardance of LCVR; for Step 6.

Step 7) Repeat steps 3 and 4 until there is no change in both the rotation angle and
retardance settings. This typically takes an additional two iterations.

Step 8) Remove the Y-\ plate.
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Step 9) Adjust the retardance of LCVR; until the brightness of the image is at the
maximum. When the retardance of LCVR; is set to 0-A, the input vertical linear
polarization will pass through LCVR; unchanged will be unattenuated by LP,. When the
retardance deviates from 0-A the input vertical linear polarization will be converted to
elliptical polarization which will be at least partly attenuated by LP,,

Step 10) Rotate LCVR; 45°.
LCVR LP,

LP,

Light

— | CCD
Path

Figure 2.21 Optical diagram of Steps 9 & 10 of calibrating LCVR;.

The rotation angle of LCVR; is now calibrated to 0° and the voltages which will
set the retardances to 0-A and %-A have been determined.

The procedure for calibrating the rotation angle of the fast axis and the retardance
voltages for LCVR; is the same as for LCVR; except step 10 is omitted. The rotation
angle of LCVR; would then be calibrated to 45°.

It is required that each individual iteration, in calibrating either the rotation angle
of a particular optic or the voltage for a particular retardance, be accomplished as fast as
possible. The Sun is continuously either rising or setting. As it does so, the amount of air
that the Sunlight is passing through, on its way to the telescope, is either continuously
increasing (when the Sun is setting) or decreasing (when the Sun is rising). This causes

the total extinction of the atmosphere to continuously change and, thus, the total apparent
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brightness of the Sun. This effect can easily be seen by the CCD camera of the instrument
in just a few minutes. A way to minimize this effect is to perform the calibration centered
on local noon when the altitude of the Sun changes most slowly.

2.6.6.2 Calibration of FLC. Goal - Calibrate the rotation angle of the FLC to 0°
and 45.

The FLC is much easier to calibrate than are the LCVRs. The FLC is a fixed % -A
plate whose fast axis can be rotated to either of two rotation angles which are separated
by 45°. Since the two states are, by design, separated by 45° only the rotation angle of
one of the states need be calibrated. And, since the retardance of the FLC is fixed at ¥ -\
there are no retardance voltages to calibrate.

Step 1) Remove all of the polarization optics and align a linear polarizer (LP; in
Figure 2.14) to be parallel with the entrance linear polarizer of the birefringent filter (LP,
in Figure 2.14, as in Steps 1 & 2 of the previous section).

Step 2) Rotate LP; 90°, so it is crossed with LPa.

Step 3) Mount the FLC between the crossed linear polarizers and set the FLC so it
is at its 45° rotation. When the fast axis of a %2 -A plate is oriented 45° to the axis of linear
polarized light, the linear polarization will be rotated by 90°. Rotate the FLC until the
brightness of the image is at a maximum. The FLC is now aligned 0° and 45° to the

optical axis of the instrument.
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Figure 2.22 Light intensity at the CCD vs. rotation angle of the FLC for Step 3.

2.6.6.3 Check Cross-talk and Vectors of a Round sunspot Near the Center of the
Solar Disk. After all three polarization optics have been calibrated, they are
installed on the optical bench of the 25 cm vacuum-refractor. There are two additional
steps in the calibration of the polarization optics. First, actual Stokes parameter images
are acquired and visually inspected for cross-talk. Second, the instrument is tested on a
simple round sunspot that is located near the center of the solar disk, when such a feature
is available on the Sun. Both of these checks of the data room the instrument will test
whether the polarization optics have been calibrated properly and operating as expected.
Cross-talk will be discussed, in detail, in Section 3.3.5. Briefly, cross-talk is
specifically defined by the contamination of the Stokes-Q and/or U parameters by
features that should only appear in the Stokes-V parameter. That is, longitudinal magnetic
fields that appear in the transverse measurements. An example of cross-talk is shown in
Figure 2.23. The upper-left image is a Stokes-V parameter (longitudinal magnetogram),
of an area of quiet-Sun (where only weak magnetic fields are present) near the center of
the solar disk, the upper-right image is a Stokes-Q parameter (one of the components of
the transverse magnetic field measurement), for example, that is contaminated with cross-
talk and the bottom image a Stokes-Q parameter where the cross-talk has been corrected

(correction of cross-talk will be discussed in Section 3.3.5.2). A Stokes-U parameter with
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cross-talk would look similar. The contours levels have been set to £20 Gauss. The
contours in the center and right images are the same as those that have been drawn in the

left image to help identify the cross-talk features. The field of view is 150 x 150 arc-sec.

Figure 2.23 Example of cross talk in a Stokes-Q image.

Ideally, the Stokes-Q & U parameters should be basically featureless when
imaging regions of quiet-Sun near the center of the solar disk (this will be explained in
greater detail in Section 3.3.5). One can see in the upper-right image in Figure 2.23 that
there are many features in the uncorrected Stokes-Q parameter that are correlated with

features in the Stokes-V parameter. If cross-talk features are present after the polarization
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optics have been calibrated, the rotation angle and/or retardance voltages can be adjusted
slightly until the cross-talk is minimized. It should be noted that the cross-talk in Figure
2.23 was intentionally exaggerated so the cross-talk features might be more easily seen in
the Stokes-Q parameter.

The second, and final, way to check if the rotation angle and the retardance values
of the polarization optics have been properly calibrated is to generate vector
magnetograms of a simple round sunspot which is located near the center of the solar
disk (the details of how to generate vector magnetograms from the Stokes-Q, U & V
parameters will be discussed in detail in Chapter 3).

Theory and experience tells us that the transverse magnetic field of a simple
round sunspot, when viewed near the center of the solar disk (to avoid projection effects)
should be radial. Therefore, acquiring data in this ideal case provides an excellent method
to test whether the instrument is working properly. A vector magnetogram of a simple
round sunspot is shown in Figure 2.24. The left image is a 610.3 nm intensitygram of
NOAA 10306 on 03Marl2, while the right image is the corresponding vector
magnetogram. The field of vies is 150 x 150 arc-sec. One can see that the direction of the
transverse magnetic field (as represented by the green arrows) of the primary sunspot is
generally radial, indicating that the instrument is functioning properly. Testing the

magnetograph on a simple round sunspot will again be address in Section 3.8.1.
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Figure 2.24 Sample vector magnetogram of a simple round sunspot.

2.6.7 LCVR Temperature Control and LCVR Mounting

As stated in Section 2.6.3, the retardance of the nematic Liquid Crystal Variable
Retarders is both a function of temperature and applied voltage. To accurately adjust the
retardance of the LCVRs by controlling only the voltage, the temperature must be
stabilized. The operating temperature range of the LCVR is from 10° C (50° F) and 50° C
(120° F). As long as the LCVR is held within these limits, it ultimately does not matter at
which temperature the unit operated.

Since it is quite common for the ambient temperature of the telescope to be below
10° C (Section 2.2), the LCVRs must be heated to avoid damage. Also, since it is quite
rare that the ambient temperature of the telescope is ever above 32° C (90° F), the
temperature of the LCVRs can be stabilized at this value, as this is well within the
operating temperature range. This makes the temperature control problem relatively

simple since the controller will only have to heat the unit and never cool it.
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The controller selected to maintain a constant temperature of the LCVRs is the
CN76000 Microprocessor-Based Temperature/Process Controller (labeled A in Appendix
B) from Omega Engineering, Inc. Briefly, the CN76000 is an auto-tune PID single-input /
single-output controller (see Appendix C for additional information on the specifications
of the CN76000). The unit was mounted in a plastic housing, attached to the telescope
near the LCVRs, which contains the required circuit logistics (switches, fuses, etc.)
(labeled B in Appendix B).

The temperature sensor used is a precision 100Q2 Pt RTD-850 probe from Omega
(C in Appendix B). This temperature probe was chosen for the following two reasons.
First, it will provide 0.1° C resolution when used with the CN76000 controller. Second,
the probe is built into a Y4” stainless-steel hex-head housing with #8-32 threads
(resembling a small screw). This conveniently threads into the #8-32 tapped hole in the
aluminum housing of the LCVR (D in Appendix B), thus, with the addition of some
thermal compound, assures a good mechanical and thermal coupling between the housing
and the temperature sensor (see Appendix D for additional information on the 100Q2 Pt
RTD-850 temperature probe).

To apply heat to the aluminum housing a flexible silicon rubber fiberglass
insulated heater from Omega is used (E in Appendix B). These heaters are available in
various sizes. The heater chosen (17 x 10”) fits around the circumference of the
aluminum housing, thus providing uniform heating. With a maximum of 25 Watts of heat
dissipation, this heater is more than adequate to keep the LCVR at the desired

temperature (the heating duty cycle is typically on the order of 10% even on the coldest
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days). (See Appendix E for additional information on the flexible silicon rubber
fiberglass insulated heater.)

The aluminum housing of the LCVR is enclosed in an insulating plastic container
(F & G in Appendix B) that was machined to fit the LCVR housing and heater
combination. This plastic container attaches on to a rotator which mounts on to the
optical bench of the 25 cm vacuum-refractor, thus allowing the rotation of the LCVRs to
be calibrated to their specific requirements (Section 2.6.6). The apertures of the insulating
plastic container are covered with optical windows, which allows light to pass through

the LCVR while maintaining a thermal barrier between the LCVR and the ambient air.

2.7 The Birefringent Filter
The details of the construction of a birefringent filter, in general, can be found in [46] &
[47]. Briefly, the operation of a birefringent filter depends on the transmission of light
through a birefringent material, such as Calcite or Quartz, which is sandwiched between
parallel linear polarizers. This set of three optics represents an element of the filter. In
such an element, the transmission of light will be a function of wavelength, temperature
and the birefringent index, which is a characteristic of the birefringent material, and the
thickness of the birefringent material. The transmission through a birefringent element is

then:
1=COS? ((p(A, T)dm) /1) (2.30)
where t is the transmission, p is the birefringent index, A is the wavelength of light, T is

the temperature and d is the thickness of the birefringent material. In an actual
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birefringent element, the birefringent material with the desired birefringent index is
chosen and the birefringent optic is polished to the appropriate thickness. The
temperature of the element is carefully held at the design temperature by a temperature
controller. The transmission of an actual birefringent element is a function of wavelength
only. The transmission of a birefringent element can be visualized by a sine-wave where
the x-axis is wavelength, the y-axis is the percent transmission and the frequency of the
plotted curve is a function of the thickness of the birefringent element (a thicker
birefringent element will produce an output sine-wave of higher frequency).

Typically, a birefringent filter consists of a series of elements, where the thickness
of the birefringent optic in each subsequent element is twice that of the previous element.
Thus, the output of a birefringent filter is the superposition of the outputs from each

element and can be determined by:

1=COS? ((ndim)/r)COS® ((ndym)/A)...COS* ((ndnm)/n) (2.31)

where d; is the thickness of the first element, d; is the thickness of the second element
and dy is the thickness of the N-th element. The output of the filter can be represented by
a set of narrow peaks (on the order of 0.025 nm) in transmission separated by a wide
range of wavelengths (on the order of 5 nm) where the transmission is essentially zero,
thus producing the so-called “picket-fence” output of the filter. The full-width-half-
maximum (FWHM) of a birefringent filter (the band-width of each individual peak) is
determined by the thickness of the thickest element and the free-spectral-range (FSR) (the
wavelength difference between adjacent peaks) is determined by the thickness of the

thinnest element. The specific characteristics of each element are designed such that one

109



of the output peaks falls at, or very near, the operating wavelength of the filter and the
side-lobes are attenuated by the pre-filter, as discussed previously.

The birefringent filter used in the DVMG, constructed by Zeiss in Germany, was
originally designed to work as an Ha filter (656.3 nm) and has a band-width of 0.025 nm.
It was converted to work as a Ca | filter at 610.3 nm by rotating the internal Calcite
elements, while monitoring the light output on a spectrograph, until the primary band-
pass was near the Ca | absorption line.

The wavelength of the pass-band can be adjusted, over a range of approximately
1.6 nm, by rotating the input polarizer by an external thumb-wheel (one knob unit equals
3.7x10™ nm). It is important to be able to calibrate the wavelength of the pass band on the
birefringent filter for two primary reasons. First, to compensate for shifts in the
wavelength of the filter due to slight temperature changes. Second, to compensate for the
Doppler shift in light due to the rotation of the Sun.

It is undesirable to heat the entire instrument, even though the entire instrument is
nominally insulated from the environment by a protective cover. Any heat generated on,
or near, the telescope will ultimately leak into the air surrounding the telescope,
especially through the aluminum optical benches of the telescope structure, and possibly
cause thermal air currents that will disturb the seeing. Thus, the filter is somewhat subject
to the changing temperatures of the ambient air. Although the filter does have a
thermostat and a temperature control system this system does not control the temperature
of the filter perfectly, especially when there are large variations in the day to day
temperature (see Section 2.2). Fortunately, the diurnal temperature variations of the

ambient air are insufficient to noticeably effect the temperature of the filter. Thus, the
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central wavelength of the birefringent filter tends to be stable over the course of a single
observing session and, indeed, over the course of several weeks. Typically, the
calibration of the birefringent filter need only be checked on the order of once a month,
unless the day to day ambient air temperature changes by a value which is much greater
than typical.

The central wavelength of the birefringent filter must also be calibrated to
compensate for the Doppler effect due to the rotation of the Sun . The Sun rotates at

approximately 2 km/sec at the equator. The Doppler shift can be calculated from:

VISv=A/ 8, (2.32)

where v is the velocity and A is the wavelength of light. Using 3 x 10> km/sec as the
velocity of light, 2 km/sec as the velocity of the Sun relative to the Earth at the solar
equator at the solar limb and 610 nm as the wavelength of light translates to a Doppler
shift of 0.004 nm (0.004 nm towards the blue end of the spectrum at the east limb where
the solar rotation vector is towards the Earth and 0.004 nm toward the red end of the
spectrum at the west limb where the solar rotation vector is away from the Earth). Since
this Doppler shift is a significant fraction of the width of the Ca | absorption line (0.015
nm) it must be compensated for by tuning the central wavelength of the birefringent filter
by the appropriate amount.

In theory, one must also compensate for the Doppler shift due to the rotation of
the Earth (the light is shifted towards the blue end of the spectrum in the morning where
the velocity vector is toward the Sun and the light is shifted toward the red end of the

spectrum in the evening where the velocity vector is away from the Sun). At the equator,
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the Earth rotates at approximately 0.5 km/sec which translates into a Doppler shift of
0.001 nm (the Doppler shift is proportionately less as the observing site approaches the
poles). In practice, however, this need not be done. The Doppler shift imparted by the
Sun’s rotation dominates that imparted by the Earth’s. Also, and more importantly, the
band-pass of the birefringent filter (0.025 nm) is much greater than the width of the
absorption line (0.015 nm). The amount of contamination of the magnetic signal does not
noticeably change due to the changing Doppler shift of the absorption line during the
course of the day so this effect can be, and is, ignored. However, if an instrument were to
use a Fabry-Perot’ filter to isolate the magnetically sensitive absorption line, which
typically have a band-pass that is much more narrow than a birefringent filter, this effect
may very well have to be compensated for.

From time to time, the birefringent filter must be calibrated to insure that it is
tuned to the wing of the Ca | absorption line at 610.3 nm. Fortunately, calibrating the
birefringent filter is quite simple and only takes a few minutes. The procedure is as
follows. The telescope is pointed at or near the center of the solar disk where the line of
sight velocity vector from solar rotation is essentially zero. The birefringent filter is tuned
to the continuum just to the blue side of the Ca | absorption line using the external
thumb-wheel. A single intensitygram is taken, noting both the position of the tuning
thumb-wheel and the average intensity of the image which is displayed as the image is
acquired, and saved to disk. The birefringent filter is tuned 0.004 nm (10 knob units) to
the red end of the spectrum and another intensitygram is taken. This process is continued
until the filter is tuned through the center of the absorption line (typically ~130 knob

units). A simple program, written in Interactive Data Language (IDL), is run which plots
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the filter knob units as the x-axis and the average intensity of the intensitygram images as
the y-axis (Figure 2.25). The filter is then retuned to the knob unit corresponding to the
center of the blue wing of the absorption line (typically 30 knob units or 0.012 nm). If
magnetograms are to be taken near the solar limb the birefringent filter is then retuned
towards the blue or red end of the spectrum, depending on which limb of the Sun is being

imaged.
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Figure 2.25 Ca I line profile.

2.8 The CCD Camera, Image Capture Board & Instrument Control Program
A block diagram of how the CCD camera, image capture board and instrument control
program interact is shown in Figure 2.26. The detector used for the DVMG is a Silicon
Mountain Design (SMD) 1M15 frame transfer un-cooled CCD camera with a 1024 x
1024 pixel array, 12-bit digitization and a digital shutter. The camera was designed for

high speed industrial machine vision applications (product inspection, crystallography,
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etc...). The pixel size is 14u x 14u with a filling factor of 70%. The spectral response of
the camera at 610 nm (the wavelength of the spectral line used by the DVMG) is 15%.
The camera is capable of taking images at 15 frames-per-second at full 1024 x 1024
resolution or 30 frames-per-second when used in 2x2 binning. The images are transferred
to the camera control computer via an RS422 data line to the image capture board

controlled by the cameral control program written in Visual C++.
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Figure 2.26 Block diagram of how the CCD camera, frame grabber board and
instrument control program interact.

The SMD 1M15 CCD camera was designed to take images at a maximum rate of
30 Hz. To enable this high frame rate, the camera was equipped with a frame transfer
CCD detector. Light is blocked, by an opaque coating, from a portion of each pixel,

which is used to temporarily store the image while a subsequent image is being
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integrated in the light sensitive portion of the pixels. In the case of the SMD 1M15
camera, the total opaque area is 30% of each pixel. At the end of each exposure, the
image is transferred from the light sensitive portion of the pixels to the image storage
portion of the pixels in ~1 ms. The image that is stored in the frame transfer portion of
the array is then transferred to the frame grabber board at the same time that the next
image is being integrated, thus allowing simultaneous image transfer and integration. Of
course, blocking light from a portion of each pixel reduces the sensitivity of the camera.
However, this reduction in sensitivity is a necessary tradeoff to achieve the fast frame
rate of the camera.

In the case of the DVMG, the integration time is 120 ms (to allow enough time
for the pixel wells to approximately fill when imaging near the center of the solar disk to
take full advantage of the 12-bit capability of the camera) and the time to transfer an
image from the camera to the image capture board is ~30 ms. When an image is
successfully transferred from the camera to the image capture board, a “new image” flag
is set which is continually polled by the Visual C++ instrument control program, after
which the image is copied into the RAM of the instrument control computer. If the
current image stored in the image capture board is not copied by the instrument control
program before the next image is transferred from the camera, the current image in the

image capture board will be overwritten.

CCD Camera - Binning
The camera can be either used in the full 1024 x 1024 pixel mode or a 2 x 2 binning
mode. The binning mode electronically sums neighboring pixels on the chip to provide a

net 512 x 512 pixel array, with four times the sensitivity of the non-binned chip, but with
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Y the resolution. Due to the poor light throughput of the instrument, as discussed in
Section 2.5, the DVMG is always used in the 2 x 2 binning mode. The optics of the
telescope were designed to provide an image scale of 0.6 arc-sec / pixel which is a good
compromise between telescope resolution, instrument light level and the size of a typical

active region on the Sun.

CCD Camera - Exposure Triggering Mode
The camera may be run in either free running or externally triggered modes. In the free
running mode, the camera will simply take images at the rate it was programmed to via
the RS232 serial line and upload the images to the image capture board. However, when
part of the DVMG, the camera exposures must be synchronized with the states of the
polarization crystals. Therefore, the camera must be used in the externally triggered
mode. In this case, the camera is programmed, via the RS232 serial line, to accepta TTL
pulse (provided by the DVMG control computer via trigger buffer box, Figures 2.2 &
2.26) which triggers the beginning of the exposure whose length was also programmed

via the RS232 serial line when the instrument was initialized.

2.9 The Weak-Field Approximation
2.9.1 Introduction
The DVMG, which is a filter based magnetograph (Section 1.4.3), uses the weak field
approximation to measure to solar magnetic field. The primary advantage of using the
weak field approximation is that magnetograms can be obtained quickly and easily with a

minimum of observational time.
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Since the narrow-band filter naturally provides a two-dimensional monochromatic
image in the wing of the magnetically sensitive absorption line being used, the instrument
simply needs to integrate enough images in each of the two particular Stokes components
required to generate the desired Stokes element to produce the desired signal-to-noise
ratio and display the difference of the two images divided by their sum (the details of this
process will be described in detail in Chapter 3). This data can be acquired very quickly
since the instrument does not need to acquire the profile of the absorption line.

Of course, using the weak field approximation has some disadvantages. The first
disadvantage is some loss in sensitivity, as compared to measurements made with a
spectrograph, arises from the fact that a typical narrow band filter has a finite band-pass
that is close to the width of the absorption line. In the case of the DVMG, the FWHM of
the Ca | 610.3 nm line is approximately 0.015 nm, while the FWHM of the band-pass of
the Lyot filter used on the DVMG is 0.025 nm. Therefore, when the Lyot filter is tuned to
the center of the wing of the absorption line some portion of the line that is not in the
linear range contaminates the observation, which reduces the sensitivity.

There is also the problem of Zeeman saturation. As will become clear in Figure
2.23 below, the weak field approximation is only valid when measuring magnetic fields
below a certain threshold value. For the Ca | absorption line at 610.3 nm used by the
DVMG, this value is on the order of ~3000 Gauss. However, this limitation can be
tolerated since magnetic fields of this strength are only found in the umbras of sunspots
(Figure 1.6). As discussed in Section 1.2, the intensity of the umbras of sunspots are on

the order of ~10% of the photosphere. This low signal level results in “holes” in the
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magnetograms at the center of large sunspots (as can be seen in Figure 3.30 in Section
3.7.3).

The other primary disadvantage to using the weak field approximation is that the
line profile information of the absorption line is not available. From this information, one
can not only determine the strength of the magnetic field but can also determine the
properties of the solar atmosphere where the absorption line was created such as
temperature, pressure, etc (as discussed in Section 5.3.5). For this information, other
magnetograms, which acquire the line profile information, must be relied upon. Since the
primary objective of the DVMG is to obtain vector magnetograms at a high cadence (~1
min), the tradeoffs made to use the weak field approximation can easily be tolerated. The
brief overview of the weak field approximation, as follows, is from [47], [48], [49] &

[50].

2.9.2 Brief Overview of the Weak Field Approximation

Recall that the Ca I absorption line used by the DVMG approximates a Gaussian curve
(as seen in Figure 2.6 above). In the simplification provided by the weak field
approximation, each wing of the absorption line is replaced by a straight line, whose
slope equals the slope of the actual absorption line in the center of the line wing
(replacing the Gaussian absorption line by an approximately equivalent triangle) (Figure

2.22).
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Figure 2.27 Straight-line approximation of the Ca I 610.3 nm absorption line.

If there is a longitudinal magnetic field present, the single absorption line will
split into two overlapping lines (with different circular polarization) (Figure 2.24). AL is a

function of the strength of the local magnetic field by:
AL =467x10%2%Bg (2.33)

where A is the wavelength in nm, B is the strength of the magnetic field in Gauss and g is
the Lande factor of the particular absorption line being used (2.0 in the case of the Ca |
line at 610.3 nm). Note that for the visible portion of the solar spectrum, AX is always
very small when compared to the overall width of the absorption line. For example, a
magnetic field of 1000 Gauss will produce a wavelength shift of only 0.0035 nm as
compared to the FWHM width of the 610 nm absorption line of 0.0150 nm. Therefore, it
would not be possible to distinguish the two components of the absorption line as shown

in Figure 2.24 if they were not oppositely circularly polarized.
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Figure 2.28 Example of the Zeeman splitting in the straight line approximation of the Ca
I absorption line.

The magnitude of the longitudinal magnetic field, in Gauss, can then be calculated

from:
BL=KLV, (2.34)

and the magnitude and direction of the transverse magnetic field, in Gauss and radians,

respectively, can be calculated from:
Br = Kr* (Qd° + Us*)"*, (2.35)
o =(7/180) * (90° + 22°) — ¥ arc-tan (Us/ Q3), (2.36)

where K is the longitudinal calibration constant of the instrument, V is the percentage of
circularly polarized light, K+ is the transverse calibration constant of the instrument, and

Q & U are the percentages of linearly polarized light in the coordinate systems orientated

at 0°/90° and +45°, respectively. Where

V=(Vr-V0L)/(Vr+ V), (2.37)
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Q=(Qn-Qv)/(Qn+tQv), (2.38)

U= (Ua- Ug) / (Ua + Us), (2.39)

where Vg Vi Qu, Qv, Ua & Ug are the individual Stokes components. The values of K.

& Ky were previously determined by [48] to be:

K. ~16000 (2.40)
Kt ~ 4600. (2.41)
The acquisition of the Stokes components and the calculation of the magnetic

field will be addressed, in detail, in Section 3.

2.10 DVMG & Telescope Control Computers and Overall System Schematic
An overall system schematic is shown in Figure 2.25. Both the DVMG and Telescope
Control computers are tower PCs. The operating system for the DVMG is Windows-95
(with a Visual C++ program running the instrument, Section 2.8.3) while the operating

system for the Telescope Control Computer is Linux.
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Figure 2.29 General control schematic.

The DVMG and Telescope Control Computers (TCC) communicate via their
respective serial ports. When Sunlight is available at the center optical bench on the 25
cm vacuum-refractor, on which the DVMG is located, the TCC signals the DVMG to
begin obtaining a set of data (the exact details of which are determined by the observer
depending on the goals of the observations for that particular day, Section 3.2). The TCC
also passes the right ascension and declination of the center of the field-of-view. This
information is stored in the FITS header of each image saved by the DVMG. The
instrument control computer informs the TCC when the DVMG is finished taking the
current data set so the light can be redirected to the other instruments mounted on the 25

cm vacuum-refractor.
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Next, Chapter 3 will basically follow a typical day of observing describing the
set-up and use of the instrument. Also, the procedure for reducing the data and creating

vector magnetograms will be discussed, in detail.
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CHAPTER 3

OBSERVATIONS AND DATA REDUCTION

Chapter 3 will deal with the details of the process of collecting data with the Digital
Vector Magnetograph (DVMG) throughout a typical observing day. In Appendix F, the
background information, including the details of setting up the instrument to acquire the
particular type of data desired, is provided. In this chapter, it is assumed that these details
are already in hand, and begin with the acquisition of the flat field images and dark
frames, which are used to correct non-uniformities in the data arising from the
instrumentation and telescope optics. Next, the thought process that goes into choosing
the particular region on the Sun that is to be observed and how the instrument is to be
configured and operated for achieving the goals of any particular observation will be
discussed. After the data are acquired, the flat field and dark frame images must be
applied, the data must be archived for future use and a web page is automatically
generated, which provides a synopsis of the observations that were taken each day and
are available on the BBSO public archive FTP site. The purpose of this web page is to
enable those interested in the magnetogram data to quickly and easily determine what
regions on the Sun were observed each day. Finally, the quality of the data will be
evaluated and sample longitudinal magnetograms and vector magnetograms of simple

and complex active regions will be shown.
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3.1 Acquisition of Dark and Flat Field Frames

So-called “dark images” from the optical system are an essential step in data calibration
A dark current image is an image taken with an instrument under the exact same
conditions that the data are to be taken except that the light is blocked from traversing the
system. There are two components to the dark image — the thermal image and the read-
out noise. The thermal image is produced by electrons which have enough energy to
jump across the energy well of the detector under the impetus of their own thermal
motion and is a function of the exposure time and temperature. The read-out noise is a
characteristic of the camera electronics (quantum transfer efficiency, A/D conversion,
etc.) and tends to be very stable with time and temperature.

The intensity of the thermal signal can be reduced by decreasing the exposure
time and/or cooling the detector. Because the exposure time used for the DVMG is
relatively short (120 ms) and the thermal signal that is created under typical ambient
conditions (0° C to 30° C) during a typical exposure is low, the total dark signal for the
DVMG is a small, but still significant, component of the data and, therefore, must be
dealt with.

To acquire a dark image, the light is blocked from traversing the instrument and
many individual images are acquired in rapid succession. For the DVMG, typically 1000
individual images are used. These individual dark images are automatically averaged to
produce a single dark frame image that is normalized to a single exposure and will be
used to correct the thermal signal and read-out noise in the data images taken during that

observing day. Because the ambient temperature tends to not radically change during the
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course of an observing day, only a single dark image is required to correct the thermal
and read-out noise from the data collected in any one observing day.

A sample dark image is shown in Figure 3.1. In this example, the minimum value
in the dark image is 94 counts, the maximum value is 1365 counts and the mean value is
128 counts. Note that the full-well value is 4095 counts. The image shown in Figure 3.1
is displayed with extreme contrast to accentuate the features of the image which are

actually very subtle.

Figure 3.1 Sample dark image.

The gradient in the dark image is caused by the way pixels of the CCD chip are
read out. In this case, the pixels in the top row are read out first. Then, all subsequent
rows are shifted up and the next row is read out. This process is continued until all of the
rows are sampled. Therefore, the voltages that are initially collected by the bottom row of
pixels are stored on the chip longer then those that are initially collected by the top row of
pixels. Since the level of the dark signal is a function of time, those pixels that are stored

on the CCD chip longest have the largest dark signal.

126



The images produced by any real optical system are plagued by non-uniformities
that are not a part of the real target of the system. Dust on the optics, spatial non-
uniformities in the transmission of the filters and spatial non-uniform sensitivity of the
detectors all contribute to this problem. Dealing with dust on the optics is especially
important when working with a telescope system that is essentially in an outside
environment (see Section 2.2). The purpose of using flat fields is to remove these non-
uniformities.

Ideally, a flat field can be obtained by taking an image of a perfectly uniform
target. Any non-uniformities in the image would thus be the result of real non-
uniformities in the optical transmission of the instrument and/or in the sensitivity of the
detector. Non-uniformities in the data can then be corrected by dividing the data by the
flat field image.

Flat field images are obtained for night-time telescopes by either imaging a
uniformly illuminated flat white screen or imaging the twilight sky. Both of these targets
closely approximate the perfectly uniform illuminated target that is required to obtain a
flat field. Unfortunately, the acquisition of flat field images for an instrument that is
designed to observe the Sun is not that simple. For a uniform white screen or the twilight
sky to be used as the target for the acquisition of a flat field image, the brightness of the
flat field target must be on the order of the brightness of the data target. Since the
brightness of the sky is no where near that of the Sun, and it is impractical to construct an
artificial light source that is of similar intensity to that of the Sun, another way must be

found to generate flat field images for solar instrumentation.
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One method for generating flat field images for solar instrumentation is to take
many single frame images, in rapid succession, of a relatively featureless area of the Sun
while the telescope is moving. When these individual images are averaged, the relatively
subtle features on the Sun, imaged at slightly different locations on the detector in each
successive image because of the motion of the telescope, are averaged out leaving the
stationary non-uniformities.

The flat field frames for the 610.3 nm intensitygram data (Stokes-1) produced by
the DVMG are acquired in this manner. Typically, 1000 images are used to create the flat
field frames for the Stokes-I images. A sample flat field image for the Stokes-1 image is
shown in Figure 3.2 As with the dark image, the flat field for Stokes-lI images is
displayed with extreme contrast to accentuate the non-uniformities in the raw images. A
sample application of the flat field for the Stokes-1 images will be presented in Section
3.4. Note the non-uniformity in the transmission of the Lyot filter (the “porthole” effect)

and the specs of dirt on various optical surfaces.

Figure 3.2 Sample flat field image.
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Unfortunately, this method, while very easy in application, is not suited to the
magnetogram data produced by the DVMG (Stokes-V, Q & U-images). First, the creation
of a magnetogram requires the acquisition of many individual frames, as opposed to a
intensitygram which requires only a single frame. As will be discussed in Section 3.6.1, a
magnetogram can typically require dozens to hundreds of frames to develop an
acceptable signal-to-noise ratio in the data. Therefore, the time required to generate a
single magnetogram is typically much much greater than the time required to acquire a
intensitygram. When multiplied by the number of individual magnetograms that would be
required to generate a flat-field frame using this method that time would simply be
unacceptably long. Also, as noted previously, to use this averaging method to generate a
flat field frame the solar features must be relatively subtle. The features in a
magnetogram, which will be shown in Sections 3.7 and 3.8, even when imaging
relatively weak magnetic fields, are not subtle. For these two reasons, the time required to
generate enough magnetograms and the fact that the magnetic features are not subtle, this
averaging method will not work for producing flat field frames for magnetogram data.
Therefore, another method must be found.

To that end, many solar instruments use the Kuhn-Lin method for making flat
field images [51]. Briefly, a single image is taken at some position that is free from
sunspots so as to determine the response of the optical system to a “bland” source. Then,
two sets of four images are taken at slightly different positions relative to the first image.
The first set includes four images that are displaced by some small amount (5 arc-sec),
relative to the field of view of the instrument, north, south, east and west. The second set

includes four images that are displaced by some moderate amount (50 arc-sec) in the
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same directions. These nine images are then fed into the Kuhn-Lin algorithm which
calculates the final flat field image that will be used to correct the non-uniformities in the
DVMG data. For a detailed discussion of the Kuhn-Lin method please see [51].

Each individual component of the magnetograms produced by the DVMG
requires its own corresponding flat field image. Therefore, a total of seven flat field
images are required to completely correct for the non-uniformities in the DVMG data.
One flat field is required to correct for the I-images and two flat field images are required
for each of the magnetogram components (Stokes-V, Q & U images). It typically takes
approximately 20 minutes to collect the necessary data to create the seven flat field
images for the DVMG.

While the non-uniformity in the quantum efficiency of detectors and the non-
uniformity in the transmission of the filters is stable with time, the amount and location of
the dust on the optics is continually changing with time. (This is not necessarily the case
with oil-filled filters, especially those filters that are mounted on the moving parts of the
telescope. As the telescope moves throughout the day to track the Sun, the oil in the
filters may slowly flow in response to the changing gravity vector, which may produce
slight spatial changes in the transmission of the filter. Also, oil-filled filters may slowly
leak their contents, thus requiring re-filling occasionally, which can also produce slight
spatial changes in the transmission of the filter. Both problems, however, are unavoidable
when using oil-filled filters. Thus, possible temporal changes in the spatial transmission
of the oil-filled filters must be accepted. Fortunately, these changes in the spatial
transmission of the oil-filled filters tend to be slight and, thus, tolerable.) Small amounts

of dust are continually collecting on exposed optics. In addition, as the telescope moves
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throughout the day to track the Sun, slight flexure in the telescope and instrument
mounting change the position of the dust relative to the detector. If the position of the
dust changes relative to the detector the flat field correction will not only fail to remove
the dust images but will also add additional spurious features. Therefore, the quality of
the correction of the non-uniformities in the data, provided by any individual flat field
image, deteriorates with time. Thus, new flat field images must be acquired from time to
time.

However, experience has taught us that any individual flat field image will
adequately correct the instrumentally induced non-uniformities in typical data for at least
several hours. Therefore, only one set of flat field images are typically required per day.
Of course, if better correction is required by the specifications of the observations for any
particular day, any desired number of flat field images may be acquired, with the
corresponding penalty of reduced observing time.

Typical flat field images for the individual Stokes-V components are shown in
Figure 3.3. Flat field images for the individual Stokes-Q and U components look similar.
The image on the left is the flat field image used to correct the non-uniformities in the
left-hand circularly polarized channel while the image on the right is that which is used to
correct the non-uniformities in the right-hand circularly polarized channel. While these
two images look identical to the eye they are actually different. This difference can be
seen by subtracting one image from the other. The actual application of the flat field and

dark images will be discussed, and the results presented, in Section 3.4.
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Figure 3.3 Typical flat field images for the individual stokes components.

3.2 Target Choice
As discussed in Section 2.2, the DVMG is a high resolution instrument. The field of view
of the DVMG is ~300 arc-sec on a side (note that the Sun is ~2000 arc-sec in diameter).
Thus, only a small portion (~3%) of the solar surface can be imaged at any one time.
Therefore, a decision must be made as to which area on the Sun is to be imaged with the
DVMG.

The primary factor which determines which area of the Sun is to be imaged with
the DVMG, or with any solar instrument, is the goal of the observations that are being
carried out at that particular time. Because the primary responsibility of BBSO is the
monitoring and study of dynamic solar activity, the observations tend to focus on the
region on the Sun with the most complex magnetic field at that time, which is the source
of all solar activity (see Section 3.9.2 for an example of an active region with a complex
magnetic field). However, if visiting scientists has other specific goals to their

observations, or if there is a special joint observing campaign with other ground-based
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and/or satellite solar observatories, any other area of interest on the Sun can be targeted at
any time.

A powerful tool that is used to help determine which area on the Sun that will be
observed at any particular time is the web-page based Active Region Monitor (ARM), a
sample of which can be seen in Figure 3.4. This web page automatically collects various
types of full-disk solar images from different solar observatories around the world (Ho
from the BBSO Ha network, longitudinal magnetogram and continuum images from the
Michelson Doppler Imager (MDI) on board the Solar and Heliospheric Observatory
spacecraft (SOHQ), etc.) and presents a synopsis of these images in a convenient format
along with a numerical listing of the NOAA active regions that are current on the solar
disk. It also lists all recent solar flares (in the “events” column in the lower-right of
Figure 3.4) along with other pertinent information about solar activity.

Using the general information provided by ARM combined with the near real-
time high resolution vector magnetograms from the DVMG, the observer can quickly
evaluate all of the active regions on the Sun and determine which is most likely to

produce activity.
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MDI Mag 8-Sgp-2004 21:28: UT MD] Cont 8-Sgp-2004 20:45: UT GHN H-alpha §-Sep-2004 06.30 UT
ARM
Home

GOES

EIT 195 4 8-5ep-2004 23.11 UT EIT 284 A8-5ep-2004 19.05 UT SXI Xorays 8-Sep-2004 2310 UT

Welcome to the Active ERegion Monitor (ARM) at NASA Goddard Space Flight Center's Solar Data Analysis
Center (SDAC), and now at the Korean Astronomy Observatory's mirror site. These pages contain the most
recent solar tnages from the Global H-alpha Networle, together with contimmm images and magnetograms from
the Michelson Doppler Imager (IMDT) and ETTY images from the Extreme-ultraviolet Imaging Telescope (EIT)
onboard the ESAMNASA Solar and Heliospheric Observatory (SOHO). Solar event mowies and flare
identifications are linked from the Lockheed Martin Last Events page. Full-disk GOMNGH magnetograms and
magnetic gradient maps are supplied courtesy of the IS National Solar Observatory, while soft X -ray images are
provided by the MOA A Solar H-ray Imager (S3I).

A developmental version of the automated Flare Prediction System (FP3) is alse available on these pages. The
FP3 algonthm caloulates the probabdity of each region producmng C-, M-, and H-class events based on almost
eight yvears of data from the MOAL Space Environment Center. Checl out our news pages for up-to-date
changes to AR

AR is an integral component of the Mas Millenniuwmn Program of Solar Flare Research.

B1WIE Hia'TDao 02000240 04410

(290",-203")

0662 20001 alce AyHsx 0010/00350 01401 1.1(07.06)
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Events not associated with currently nomed NOAA regions: C1 5(00:58) £ C2E(13:40)

Note: The tabulated data are based on the most recent NOAAMTSAF A ctive Region Summary issued on 08-3EP-2004 00:30 UT, the values to the
tight of the forarard slashes representing yesterdays values or events. The region positions are valid on 8-Zep-2004 2330 OT.

Figure 3.4 Example of the Active Region Monitor (ARM) web page.
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3.3 Sample Reduction of Data
After the raw data are collected, several steps are required to process the data into useable

images. These steps are listed as follows:

Step 1) — Acquire the raw Stokes components (I1, Vr1, Vi1, Qui, Qu1, Uaz, & Ug)).
Step 2) — Correct images for flat field non-uniformities and dark signal.
Step 3) — Calculate the Stokes parameters (Stokes-V, Q & U)

Step 4) — Create the longitudinal magnetograms.

At this point, the longitudinal image is complete (Stokes-V). However, the
transverse images (Stokes-Q & U) require additional steps for the creation of vector

magnetograms:

Step 5) — Correct the Stokes-Q & U images for cross-talk (if applicable).
Step 6) — Calculate the vector magnetic field in polar coordinates.
Step 7) — Convert the vector magnetic field into Cartesian coordinates.

Step 8) — Plot the vector magnetic field.

These steps will each be discussed, in detail, in the following sections.

3.3.1 Step 1 - Acquisition of Raw Data

Appendix F will deal with setting up the instrument to take data. All images are initially
stored as uncorrected (no post processing such as flat field correction, etc.) One file each
for the Stokes-1, U, Q & V components. The images are automatically corrected for
instrument non-uniformity (flat field) and thermal signal (dark frame) at the end of each

day by the archive computer (Section 3.5).
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The Stokes-I file is a single 610.3 nm intensitygram image (l;) while the Stokes-
V, Q & U files each contain the two components required to generate their respective
Stokes parameter (Vg1 & V1 to generate the Stokes-V parameter, Qn1 & Qv to generate
the Stokes-Q parameter and Ua; & Upg: to generate the Stokes-U parameter). A

description of each Stokes component follows:

I1 — 610.3 nm intensitygram

Vg1 — Right circular polarization component of the Stokes-V parameter.

V|1 — Left circular polarization component of the Stokes-V parameter.

Qw1 — Horizontal linear polarization component of the Stokes-Q parameter.

Qv — Vertical linear polarization component of the Stokes-Q parameter.

Ua1 — “Positive-slope” linear polarization component of the Stokes-U parameter.

Ug: — “Negative-slope” linear polarization component of the Stokes-U parameter.

3.3.2 Step 2 - Application of the Flat Field and Dark Frame Images

Now that the initial data have been acquired, all that remains is to calculate the vector
magnetograms using a few simple steps (see the above list). First, the raw data must be
calibrated for instrument non-uniformity (flat field) and thermal signal (dark frame). Each
Stokes component (l1, Vr1, Vi1, Qni, Qvi, Ua1, & Ugs) has a unique flat field frame

(Section 3.2).

The raw data are calibrated by:

|2:(|1—D)/F| (31)

Vr2=(Vr1—Nyr *D)/Fyr (3.2)
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Vi2=(Vuu—-Ny*D) /Ry (3.3)

Quz = (Qn1—Ngn * D)/ Fon (3.4)
Qv2=(Qvi—Nqv*D)/Fqu (3.5)
Ua2=(Ua1=Nua* D)/ Fua (3.6)
Ug, =(Ug1—Nug *D)/Fus (3.7)

Where 1; and 1, are the raw and corrected 610.3 nm intensitygrams, respectively,
D is the dark frame (thermal image) normalized to a single integration, F, is the flat field
frame for the 1; image, the images with the subscript “2” are the corrected files, the
images with the subscript “1” are the raw files (see Section 3.4.1 above), N is the number
of integrations in the raw file corresponding to its subscript (Nyr is the number of
integrations in Vg, etc.), and the F images are the flat field frame for each corresponding

raw image (Fyr is the flat field frame for Vg, etc.).

Figure 3.5 Example of the results of the application of the dark and flat field
images to the raw data.
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Figure 3.5 shows an example of the results of correcting a raw image for
instrument non-uniformity and thermal signal. The image on the left is the raw 610.3 nm
intensitygram while the image on the right is the 610.3 nm intensitygram after correction.

All of the other Stokes components show similar improvements.

3.3.3 Step 3 - Calculation of the Stokes Parameters
After the raw data have been corrected for instrument non-uniformity and thermal signal,

the individual Stokes parameters can be easily calculated by:

V= (VRZ - V|_2) / (VRZ + VLz) (38)
Q= (Qnz2- Qv2) / (Qm2+ Qv2) (3.9)
U= (UAz- UBz) / (UAZ + ng). (310)

The sample of the resulting Stokes-V, Q & U images that are displayed from left
to right in Figure 3.6, are of NOAA Active Region 10123 on 03Jul12. The field-of-view

shown is 150 x 150 arc-sec.

Figure 3.6 Sample of Stokes-V, Q & U images.
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3.3.4 Step 4 - Longitudinal Magnetogram

The strength of the longitudinal magnetic field can be easily determined from the Stokes-
V parameter by simply multiplying V by the longitudinal calibration constant of the
instrument (see [48] for a review of the determination of the calibration constants of the

instrument),

BL=K_*V, (3.11)

where By is the strength of the longitudinal magnetic field in Gauss and K is the
longitudinal calibration constant of the instrument in Gauss per percent polarization. In
the case of the DVMG, the longitudinal calibration constant is 1.6x10*. The individual
pixel values in B are now the strength of the magnetic field in Gauss in the line-of-sight
direction. As discussed in Section 2.1, all of the locations in the image where the
magnetic field is directed toward the observer will be positive, while all of the locations
in the image where the magnetic field is directed away from the instrument will be
negative.

The longitudinal magnetogram can then be conveniently displayed where all of
the positive values are plotted as shades of white, all of the negative values are plotted as
shades of black and the areas where no magnetic field is present is plotted as a uniform
gray as can be seen in Figure 3.7. The positive and negative saturation values, for each
respective plot, are chosen whether the user is interested in the details of the overall
morphology of the strong magnetic fields of the region (left image) or in the details of the

small-scale weak fields (right image). In the case of the magnetogram shown in Figure
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3.7, the image on the left is presented with a satruration value of +£ 200 G while the image
on the right is presented with a saturation value of + 800 G.

If desired, contours representing the strength and direction of the magnetic fields
can also be overlaid on the longitudinal magnetograms. This is especially helpful in the
regions of the magnetograms that are stronger than the saturation values of the plot. In the

case of the magnrtograms, the contours are set to + 100 G and + 500 G.

Figure 3.7 Longitudinal Magnetogram.

3.3.5 Step 5 - Cross Talk

When evaluating data obtained by a solar magnetograph, more than how well the flat
field and dark images correct for the non-uniformities produced by the instrumentation
must be considered. It must also be determined whether the individual components of the
magnetograph are working as intended. Primarily, it must be insured as to whether the
main filter is tuned to the proper wavelength (this is discussed in Section 2.7.1) and
whether the polarizers are properly adjusted to produce reliable Stokes-U, Q and V
components (as discussed in Section 2.6.6). Changes in the characteristics of these

components can be subtle and the performance of each must be carefully checked.
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3.3.5.1 Review of Magnetic Field Components.  First, let us review some terms
dealing with the orientation of magnetic fields on the Sun. Some terms describing the
orientation of the magnetic fields on the Sun are relative to the local solar surface while
other terms are relative to the line-of-sight. The terms that describe the orientation of the
magnetic fields that are relative to the solar surface are the vertical and tangential
components, while the terms that describe the orientation relative to the line-of-sight are
the longitudinal and transverse components. The longitudinal magnetic fields are those
whose vectors point along the line-of-sight while the transverse magnetic fields are those

whose vector

/ Line of
K Sight

~Solar

Surface

Figure 3.8 Schematic of the components of the magnetic field.
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Figure 3.8 shows a schematic of the components of the magnetic field where B is
the actual magnetic field vector, Bz is the vertical and B is the tangential components
(relative to the solar surface) and B_ is the longitudinal and B, is the transverse
components (relative to the line-of-sight). These terms must be kept clear because their
description of the magnetic field on the surface of the Sun changes with the location of
the area that is observed relative to the center of the solar disk. For example, near the
center of the solar disk, the vertical field is approximately equal to the longitudinal field.
However, the vertical field is approximately equal to the transverse field when viewed

near the solar limb.

3.3.5.2 Correct for Cross Talk. In the case of solar magnetographs, cross-talk is
specifically defined by the contamination of the Stokes-Q and/or U images by features
that should only appear in the Stokes-V images. That is, longitudinal magnetic fields that
appear in the transverse measurements. Cross-talk can be caused by spurious polarization
imparted to the light by the instrumentation or polarization elements that are not precisely
tuned to their optimum values (in retardance and/or rotation angle). Since the DVMG is
mounted on the center optical bench of the 25 cm vacuum-refractor, where no reflections
are needed, instrumental polarization is minimized. Therefore, the most likely cause of
cross-talk in the DVMG is polarization optics that are not correctly tuned, in retardance
and/or rotation angle (Sections 2.6.6 & 2.6.6.3).

Solar magnetographs tend not to suffer from contamination of the longitudinal
measurements by the transverse measurements for the following reasons. It is a property
of the magnetic fields on the Sun that the vertical magnetic fields tend to be much

stronger than the tangential fields (except in the cases of strong active regions in which
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the magnetic fields are highly twisted). Solar magnetographs tend to observe regions on
the Sun that are as close as possible to the center of the solar disk to eliminate the
foreshortening effect of objects when viewed near the solar limb. Since most of the fields
on the solar surface are approximately vertical, the longitudinal component of the field
tends to dominate when viewed near the center of the solar disk. Compounding this fact
is, everything else being equal, the polarization signal produced by a given longitudinal
magnetic field is much stronger than the corresponding polarization signal produced by a
transverse field of equal strength.

In actual practice, it is difficult to determine exactly which features, if any, in a
particular Stokes-Q or U image are actually cross-talk. To determine the cross talk, the
correlation of features between the Stokes-V & Q and Stokes-V & U images is evaluated,
and it is assumed that those features are contamination from the Stokes-V image into the
Stokes-Q and/or U images. However, it is not necessarily the case that all of the features
that are correlated between the Stokes-V & Q and/or Stokes-V & U images are actually
cross-talk. Therefore, care must be taken when evaluating the cross-talk of a
magnetogram.

When evaluating the cross-talk of a magnetogram, it is important to ensure that
the majority of the features in the Stokes-V, Q and U images consist of longitudinal
magnetic field. In that case, the Stokes-Q and U images should be basically featureless
(except for any instrumental non-uniformities as discussed in Section 3.1 which should
have been corrected with the flat field frames as discussed above). The location on the
Sun where this is most likely to be the case is a region of quiet Sun (where no active

region is present) at or near the center of the solar disk. Since the magnetic fields found in
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the quiet Sun tend to be mostly vertical (as discussed above), they consist entirely of the
longitudinal component when located at the center of the solar disk. Therefore, the cross
talk of the instrument can be determined by evaluating images of the quiet Sun taken at or
near the center of the solar disk. The procedure for determining and correcting the cross-

talk follows.

3.3.5.3 Determining and Correcting for Cross Talk. The first step in determining
the cross talk in the DVMG data is to take a series of Stokes-V, Q and U images of the
quiet Sun near the center of the solar disk (Section 3.7.2.2 above). An example of this
data set is shown in Figure 3.9 In this example, the left image is the Stokes-V
(longitudinal magnetogram) parameter while the right image is the Stokes-Q parameter.
The white features in the Stokes-V image represent the longitudinal magnetic fields that
are directed towards the observer while the black features represent the longitudinal
magnetic fields that are directed away from the observer. The contours mark the location
of the 20 Gauss level in the Stokes-V image. The same contours are plotted in the Stokes-
Q image to help identify the cross-talk features that are present in that image. Note that
the amount of cross-talk which appears in this example is intentionally much worse than
is typical to enable the longitudinal features to be easily identified in the Stokes-Q

images.
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Figure 3.9 Example of cross-talk.

Next, scatter-plots of the Stokes-Q vs. V and the Stokes-U vs. V images are
created by plotting Vm) as the x-axis and Qu,m) as the y-axis (for the Stokes-V/Q set), V
o,m) as the x-axis and U m) as the y-axis (for the Stokes-V/U set), where (n, m) are the
individual pixels in the 512 x 512 pixel images. Next, the best linear fit to the scatter-
plots is found, where the slope of the best fit represents the percentage of cross-talk of the
Stokes-V image into the Stokes-Q & U images. The scatter plot and the best fit for this
example can be seen in Figure 3.10. Note that while all of the Stokes-V & Q data are
plotted, only those data points where the absolute value of the Stokes-V parameter (the x-
axis) were greater than 0.003% were used to calculate the best straight-line fit to avoid

the regions in the images that are dominated by noise.
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Figure 3.10 Example of a cross talk scatter plot.

In this example, the V/Q cross-talk is 42%. Again, this value is much worse than
typical. In general, the cross-talk tends to be on the order of 5%. The cross-talk can then
be corrected by:

Qs=Q2-Cq* V; (3.12)

U3 = Uz - CU * Vz (313)

where V3, Q, & U, are the original Stokes-V, Q & U images (which have already been
flat field and dark image corrected), Qs & Us are the Stokes-Q & U images that have
been corrected for cross-talk contamination and Cq & Cy are the cross-talk. The resulting
Qs image can be seen in Figure 3.11 (note that there is are similar improvements in the

case of the Stokes-U parameter). The left image in Figure 3.11 is the Stokes-Q parameter

146



before correcting for the cross talk (the same image that appears on the right side of
Figure 3.9, above) while the right image is the Stokes-Q parameter after cross-talk
correction. It can been seen that the majority of the features that appear in the original

Stokes-Q image have been removed.

Figure 3.11 Example of correction for cross-talk.

Note that correcting for the cross-talk will tend not to remove all of the features in
the Stokes-Q & U images that are correlated with the features that appear in the Stokes-V
image. First, there may be a small transverse component in the solar magnetic field that is
real, even in quiet-Sun magnetic fields. Also, the linear fit is a compromise value for the
average cross-talk across the entire image. In actual practice, there might be slight
variations in the cross-talk as a function of image position so the average cross-talk value

might not completely correct for the cross-talk across the entire image.
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3.3.6 Step 6 - Vector Magnetograms
Note that the nature of the longitudinal magnetic field is self-evident from a visual
inspection of the V image (left) as displayed in Figure 3.6 in Section 3.3.3. However, the
nature of the transverse magnetic field is not at all obvious from a visual inspection of the
Q and U images associated with the V image. Therefore, additional work must be done
on the Q and U images to determine the transverse magnetic field.

The magnitude and direction of the transverse magnetic field, in polar

coordinates, at every point in the image can be calculated by:

Br = Kt * (Qs° + UgH)™ (3.14)

o = ( /180) * (90°+22°) — % arc-tan (U3/Qs), (3.15)

where B+ is the magnitude in Gauss, a is the azimuth angle (measured in radians) of the
transverse magnetic at every point in the image and Ky is the transverse calibration
constant of the instrument. In the case of the DVMG, the longitudinal calibration constant
is 4.6x10°. The purpose of the 22° correction in the calculation of o is to account for the
fact that the optical axis of the instrument (as defined by the input linear polarized of the
birefringent filter) is rotated 22° CCW from the vertical (when looking up the optical axis

from the CCD camera). The resulting B+ and o are shown in Figure 3.12.
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Figure 3.12 B (left) and o (right) images.

The left image displayed in Figure 3.12 shows the magnitude of the transverse
magnetic field Br. In an image of this type (where the displayed value is all of the same
sign), pure black represents transverse magnetic fields with a magnitude of zero while
pure white represents the magnetic field with the largest magnitude in the image (267
Gauss in this particular example). The right image displayed in Figure 3.12 is the azimuth
angle a, in radians, of the transverse magnetic field at every point in the image. Here,
pure black represents a transverse magnetic field with an azimuth angle of zero radians
while pure while represents a transverse magnetic field with an azimuth angle of =
radians.

As can be seen from Figure 3.12, the actual characteristics of the transverse
magnetic field, when using the Bt and o images, is still not self evident, as it is when
using the Stokes-V parameter to view the longitudinal magnetic field (left image in
Figure 3.6 in Section 3.3.3 above). Therefore, it is advantageous to plot the transverse

magnetic field is a way that is more visually self evident.
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3.3.7 Step 7 - Converting Vector Magnetic Field into Cartesian Coordinates
To that end, the magnetogram data, which is in polar coordinates (Bt and o) is converted
into Cartesian coordinates and the magnitude and direction of the magnetic field are
plotted as vectors superimposed on either the 601.3 nm intensitygram (Figure 3.13, left
image) or the longitudinal magnetic field (Figure 3.13, right image).

The magnitude of the transverse magnetic field in the x and y-dimensions are thus
simply given by:

Bx = Bt * cos (o) (3.16)

By = By * sin (). (3.17)

3.3.8 Step 8 — Plot the Vector Magnetograms
The results are shown in Figure 3.13. The left image shows the vectors of the transverse
field overlaid on the 610.3 nm intensitygram and the right image shows the vectors

overlaid on the longitudinal magnetogram.

Figure 3.13 Vector magnetogram.
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3.3.9 180° Ambiguity in Vectors

When closely studying the details of the transverse solar magnetic field, one must take
care to resolve the 180° ambiguity in the azimuth of the observed transverse magnetic
fields (o in Section 3.4.4 above). Note that this particular subject is being presented for
the sake of completeness and will not be discussed in detail since it is mostly extraneous
to the primary presentation. For a detailed discussion of the problem, and a presentation
of one possible solution, please see [55].

The Stokes-Q & U parameters provide us with the magnitude and orientation of
the transverse magnetic field but they do not show the direction in which the transverse
field is pointed. This ambiguity arises from the fact that for a given real transverse
magnetic field the Stokes-Q & U parameters are identical to those from a magnetic field
of the same magnitude, pointed in the opposite direction (unlike the longitudinal field
where the Stokes-V parameter changes sign when the direction of the actual magnetic
field changes sign). In actual practice, however, it is often not difficult to determine the
actual direction of the magnetic field associated with active regions by visual inspection.

For example, it is known that, for a relatively simple round sunspot (as shown in
Figure 3.13, above), the magnetic field should be nearly radial from the center of the spot
(an example of this will also be shown in Section 3.7.4 below). The polarity of the spot is
known from the longitudinal magnetogram. Therefore, if the spot has a positive polarity
(white in the longitudinal magnetogram) the magnetic fields will be directed radially
outward from the center while if the spot has a negative polarity (black in the longitudinal
magnetogram) the magnetic fields will be directed nearly radially in towards the center.

Typically, confusion only arises when the magnetic fields of strong active region become
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highly twisted (when the transverse field is oriented approximately parallel to the
boundary between the positive and negative longitudinal field). In that case, more care
must be taken to properly calculate the actual direction of the magnetic field at points in
the magnetogram where confusion might arise. This is especially important in strong
active regions since the locations of the 180° ambiguity most often are associated with
the occurrence of strong solar flares. For discussions on the various methods used to
solve the 180° ambiguity in the azimuth of the observed transverse magnetic fields see
[52], [53] & [54] as well as the paper mentioned above.

Also note that the vectors presented throughout this work, and on the Real-Time
Magnetograms Web Page, are represented as lines and not arrows. Making sure that all of
the vectors are displayed with the correct direction is a complicated process beyond the
scope of this work. Also, as can be seen from the papers referenced in Section 3.4.5, there
iIs not a single method that is accepted as standard to resolve this 180° ambiguity.
Therefore, for the sake of simplicity, the transverse magnetic field is plotted as lines,
instead of arrows which are normally associated with the representation of vectors, for

the sake of simplicity.

3.3.10 Magnetograms on the Web

Since the primary responsibility of BBSO is the monitoring and study of dynamic solar
activity and the timely presentation of this information to the solar community, it is
advantageous to make the most up-to-date vector magnetograms available as soon as
possible. To accomplish this task, the observer can execute a simple software tool that
will grab the most recent data from the DVMG. The data will be calibrated using the

most recent flat field and dark frame images that are available and posted to the BBSO
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“Latest Images” web page. The observer can input the exact region in the image that is to
be presented in addition to the saturation and contour levels of the longitudinal
magnetogram and the lower limit of the transverse magnetic field data that will be
presented. From this information, the software tool generates 610.3 nm intensitygram
(Stokes-I parameter) and longitudinal magnetic field images (Stokes-V parameter) that
are presented alone and with longitudinal contours and transverse vectors overlaid on

each.

BBSO High Resolution Observations

Big Bear Solar
Observatory

General Information

Staff

- BBSO high resolution ‘white-light' image: The direct image was observed with the digital vector
magnetograph system in the line wing of the Cal line at 6103 & at the 25 cm vacuum refractor. The image was
recorded at 20:17:28 (TTT) on August 25, 2004, (44 kBytes)

Publications

Projects

» Live H-alpha
b Latest

b Gallery

¥ Webcam

BBSO high resolution digital magnetogram: This longitude magnetograph image was observed with the
| digital vector magnetograph system at the 25 cm vacuum refractor. The mage was recorded at 20:17:28 (UT)
- on fAugust 25, 2004 (28 kKBytes)

REBSO high resolution digital vector magnetogram: Thiz vector magnetograph image was observed with the
i digital vector magnetograph system at the 25 cm vacuum refractor. The image 15 an overlay of the longitudional

* and transverse fields. Fed contour is positive and blue is negative polarity. Green is transverse fields. The image
was recorded at 20:17.28 (UT) on August 25, 2004, The contours levels are set to +- 100 and +/- 300 Gauss
(60 kBytes)

| BBSO high resolution digital am: This vector magnetograph image was observed with the digital
ector magnetograph systern at the 25 om vacuum refractor. The image is an overlay of the direct image,
ongitudional and transverse fields. The image was recorded at 2001728 (UT) on August 25, 2004, The contours
¢ levels are set to +- 100 and +/- 300 Gauss. (72 kByies)

The high resolution images are not p-angle corrected. BESO's high resolution images are availahle on our FTP Archive.

Figure 3.14 Sample of DVMG data on the BBSO Latest Images web page.

Figure 3.14 shows a sample of the vector magnetogram data on the BBSO latest

images web page. The portion of the web page that is shown is from the high resolution

section. From top to bottom the images are: 610.3 nm intensitygram, longitudinal
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magnetogram, vector magnetogram w/ the longitudinal magnetogram as the background
and vector magnetogram w/ the 610.3 nm intensitygram as the background. These images
on the web page can be updated within seconds if desired by the observer by simply

executing the simple software tool mentioned above.

3.4 Archiving the Data

A major challenge with the logistics of operating a solar observatory is the storage of
data. The main solar telescope at BBSO can have as many as seven cameras collecting
data, at various wavelengths and image resolutions, simultaneously. The exact number of
cameras, and the configurations in which they are operated, depends on the goals of the
observations that day. These various cameras can consistently collect from five to seven
gigabytes of data per day. Storing these data in a way that is relatively automatic and
economical while, at the same time, will allow quick and convenient access to the data is
of paramount importance.

To solve this problem, a central archiving computer has the task of collecting all
of the data taken each day and storing those data on Digital Linear Tapes (DLT) which
are capable of storing 40 gigabytes of data each. The data from each individual camera is
initially stored on the computer which controls that camera. At the end of each observing
day, the observer executes a script on the main archiving computer which collects all of
the data taken that day from each individual instrument control computer. These data are
then calibrated using the flat field and dark frames for each instrument that were obtained
and calculated that day (see Section 3.1.1). Both the raw and calibrated data are stored on

the DLT. Finally, a CD ROM is made which contains samples of each type of data
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collected that day along with a log file which indexes the data so it can be easily located

and restored when needed.

3.5 Automatic Web Page for Reviewing the Data

To enable people who are interested in using past magnetogram data to quickly, and
easily see which active region, or regions, were observed on any particular day, the main
archiving computer executes an automatic script at the end of each observing day. This
script generates a web page which displays a sample data set of each unique active region
that was observed that day. Written in Interactive Data Language (IDL), this script
automatically reads the coordinates and active region number from the FITS header of
each set of images (Stokes-I, V, Q and U) observed that day. Thumbnail images of each
Stokes component are created so interested parties can see which active regions were
observed each day and whether full stokes vectors or only longitudinal data were
obtained. This web page also provides convenient web links to the observing logs and
Active Region Monitor web page (ARM, see Section 3.2, above) for that day. The daily
magnetogram summary web page can be found by accessing the daily archive for each
day via the BBSO home page.

A sample of the DVMG Data Summary page for 04Junl6 is shown in Figure
3.15. Any interested party can quickly see that two active regions were observed that day
(NOAA 10634 and NOAA 10635) and that a full Stokes data set (Stokes-1, V, Q & U)
was obtained for each active region. Additional information about the details of the

observations performed that day can be seen in the observing logs.
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DVIG Data Sumnmary for 2004TTTH 16

Actrre Region Montor for 04T 14

HNOALA 10634, For addtional info please see the observing log.

Stokes-V Stokes-0) stokes-TT

HNoOAL 10635, For additional info please see the observing log,

5k - e

Stokes-I Stokes-V Stokes-0) Stokes-TT

Thiz page was automatically generated at 19:05 on 2004TTTN 16,

Figure 3.15 A sample of the DVMG Data Summary page
for 04Junl6.

Note that vector magnetorgams are not generated for the DVMG Data Summary
page for the following reasons. First, vector magnetograms tend to require user input to
specifically set the area of each field-of-view for which a vector magnetogram will be
generated and also input parameters such as the longitudinal magnetogram saturation
level, the longitudinal contour levels, etc. These parameters are unique for each active
region and are best left to the user who is working with specific vector magnetogram data

of a specific active region. Secondly, since the purpose of the DVMG Data Summary
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page is to simply provide a list of which active regions were observed on any particular
day and whether vector magnetograms or longitudinal magnetograms were obtained it is

not necessary to generate vector magnetograms for each data set.

3.6 Evaluation of Data
3.6.1 Image Sensitivity vs. Number of Integrations
The polarization signal, produced by the Zeeman effect, is only a small portion of the
total light emitted from any individual location on the solar surface even when the
magnetic field is relatively strong (the polarization signal from a 1000 Gauss field is
~6%, for example). Recall that a longitudinal magnetogram is produced by dividing the
difference between the right and left-hand circularly polarized Stokes components by

their sum:

V= (Vr-V)/(Vr+ V), (3.18)

where Vg is the integration of a number of right-hand circularly polarized images and V
is the integration of a number of left-hand circularly polarized images. In general, the
sensitivity of any individual magnetogram is a function of the number of integrations.

This can clearly be seen in the longitudinal magnetograms shown in Figure 3.16.
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Figure 3.16 Four quiet-Sun longitudinal magnetograms obtained on 04Jan29.

Figure 3.16 shows four quiet-Sun longitudinal magnetograms obtained on
04Jan29. All magnetograms are presented with a saturation level of £50 G. The upper-
left magnetogram was produced with four total integrations (0.48 sec total integration
time), the upper-right magnetogram was produced with 32 total integrations (3.84 sec

total integration time), the lower-left magnetogram was produced with 256 integrations
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(30.72 sec total integration time) and the lower-right magnetogram was produced with
1024 integrations (122.88 sec total integration time).

One can easily see by simple visual inspection that the upper two magnetograms,
which were produced with relatively few total integrations are relatively noisy when
compared to those magnetograms that were produced with a greater number of
integrations. It should be kept in mind, however, that the saturation level was
intentionally set relatively low (£50 G) to accentuate the noise in these images.

To quantify how the noise in longitudinal magnetograms is a function of the total
number of integrations, one can plot the standard deviation of the data in areas where
there are no real magnetic features vs. the total number of integrations of a series of
magnetograms, each with a successively greater number of integrations (the total number
of integrations in the images used for this test are 2", where N = 2, 4, ... 10). This
procedure requires two steps. The first step is to separate the locations in the images that
are dominated by noise from those that are dominated by real magnetic features by
creating a mask which will identify the locations of the noise. The second step is then to
determine the level of the noise in each successive image. The details of these two steps
are discussed below.

Step 1) Determine Threshold of Noise Mask
The question now becomes how to select which areas in the magnetograms that should be
used to determine the noise in each image. One method is to manually select regions
where there are no real magnetic features by visual inspection. However, this method has
the disadvantages of being prone to errors, since it is not necessarily reliable to visually

distinguish very subtle features from noise, and of being tedious since a large number of
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test areas are desired to accurately sample the entire image. Another method is to
determine the standard deviation of the locations in the images whose signal level is
below a certain threshold. This threshold value should be set so the portions of the image
that are to be tested are dominated by noise. The question then becomes how to determine
the threshold value at which the images should be tested.

To accomplish this task, a noise mask is generated which identifies all portions of
the image created from 1024 total integrations (because the image with the greatest
number of integrations in the test set presumably has the lowest noise) whose magnitude
is below some selected threshold (150 Gauss to begin, in this case). Then, the standard
deviation (in Gauss) of the portion of the image selected by that noise mask is
determined. The threshold of the noise mask in then continually decreased (in 1 Gauss
increments) and the standard deviation of the portion of the image that is selected by each
new noise mask is determined, in turn. The standard deviation of the portion of the image
selected by each unique noise mask is plotted vs. the threshold of each noise mask. The

result is shown in Figure 3.17.
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Figure 3.17 The standard-deviation of the portion of the longitudinal magnetogram
produced with 1024 total integrations (as shown in Figure 3.16) that was selected by the
noise mask vs. the threshold of each noise mask.

A few points of discussion from the result seen in Figure 3.17. First, note that the
standard deviation decreases as the threshold, used to create the noise mask, decreases.
This is expected since the locations in the images with strong magnetic fields will be
excluded as the threshold is lowered. This is demonstrated visually in Figure 3.18, which
is a 2D surface plot of the lower-right magnetogram (the magnetogram with the most
integrations) in Figure 3.16, above. It can be seen that, as the threshold value decreases,
the strong features (here represented as the large peaks in Figure 3.18) are excluded from

consideration and the standard deviation of the remaining portions of the image, taken as

a whole, will thus decrease.
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Figure 3.18 2D surface plot of the lower-right magnetogram in Figure 3.16.

Another point to note in Figure 3.17 is that the plot can be divided into three
regions. The first region, from the highest magnetic field value to ~30 G, the second
region from ~30 G to ~5 G and the third region below ~5 G. These three regions are
indicated by the vertical dashed lines in Figure 3.17. The plot is approximately linear,
when plotted in a linear-log scale, in the first and third regions. The reason for this is the
following. When the threshold of the noise mask is greater than ~30 G the standard
deviation of the image is dominated by the strong, and therefore real, features in the
image. When the threshold of the noise mask is less than ~5 G the standard deviation of
the image is dominated by the noise, since the vast majority of the real features have been
excluded. The region in the plot between ~30 G and ~5 G is a transition region when the

primary influence on the standard deviation calculation shifts from the real features to the
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noise. Since the current goal is to determine the magnetic field strength below which the
image is primarily dominated by noise, the threshold of the noise mask, from Figure 3.17,
is selected to be 5 G (which is where the influence of the “real” features ends). This
threshold value should exclude the vast majority of real magnetic features and include
only the locations in the image which are dominated by noise.

The noise-mask that was used to determine the dependence of the sensitivity of
the magnetograms on the total number of integrations is shown on the left in Figure 3.19,
below, along with the magnetogram that was created from 1024 total integrations on the
right (repeated from Figure 3.16, above). The black areas in the mask indicate the

locations in the magnetogram where the strength of the magnetic field is less than 5 G.

: <
Sy T

Figure 3.19 The noise mask (left) and the lower right longitudinal magnetogram
from Figure 3.16.
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Step 2) — Determine the Noise Level of the Images as a
Function of the Number of Integrations

Using the above mask, the standard deviation of the nine magnetograms, that were
created each from an increasing number of total integrations (4, 8, 16, 32, 64, 128, 256,
512 & 1024), is calculated. The result is shown in Figure 3.20 The solid line is a plot of
the standard deviation in each magnetogram using the above mask vs. the total number of
integrations. The dashed line is a plot of:

L (3.19)

N
(which is how one would expect the noise to decrease under ideal conditions) using the
noise value from the magnetogram with four total integrations as a reference, where N is

the total number of integrations.

Langitudinal Magnetogram Noise ys. Number of Integratians
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Figure 3.20 The standard deviation of a set of longitudinal magnetograms
vs. the number of integrations in each image.
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One can see that the noise does decrease as the total number of integrations
increases. However, the noise does not decrease quite as fast as one might expect from
the ideal case. At a certain point, integrating longer does not detect weaker magnetic
fields because of the blurring effect of the atmosphere of the Earth and the fact that the
weakest features on the Sun are stable only for a few minutes (recall that it takes ~123
seconds to integrate 1024 images). This plot indicates that the practical lower limit for
detecting longitudinal magnetic fields on the Sun is ~4 G (when 1024 integrations are
used to create the magnetogram), with the typical scale of 0.6 arc-sec per pixel (which is
the standard scale of the DVMG). If one wishes to detect weaker magnetic fields, the
scale of the images would have to be decreased (thus concentrating more light on each
pixel) with the accompanying loss in resolution or the instrument must be modified to
provide greater light throughput.

A similar test can be performed on the Stokes-Q and U images. The left images in
Figure 3.21 show noise maps for Stokes-Q & U images while the right images show the
corresponding Stokes-Q & U images. The images used for this test are transverse

magnetic field images based on:
Br =Ky * (Q? + UH)¥ (3.20)

(as in Section 3.4.4, above) where the U parameter of the magnetic field is assumed to be
zero for the determination of the noise in the Q image and the Q parameter of the
magnetic field is assumed to be zero for the determination of the noise in the U image.
(This idealization is to keep the noise test for the Stokes-Q and U parameters in context

with that for the Stokes-V parameter).
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Figure 3.21 BT (left images) and o (right images) images for the Stokes-Q
(upper set) and Stokes-U (lower set) images.

A plot of the noise (in Gauss) vs. the number of integrations is shown in Figure
3.22. The solid line indicates the noise of the ideal Stokes-Q parameter while the dashed
line indicates the noise of the ideal Stokes-Q parameter. Note that, from Figure 3.20, the
practical lower limit for detecting longitudinal magnetic fields on the Sun is ~15 G (when

1024 integrations are used to create the magnetogram).
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Figure 3.22 A plot of the noise (in Gauss) vs. the number of integrations
for the idealized Stokes-Q (solid) and idealized Stokes-U (dashed) images.

Note that, the measurements of the transverse magnetic fields tend to be less
accurate than the measurements of the longitudinal magnetic field. For a given magnetic
field strength, the polarization signal for a transverse magnetic field is % the strength as
that of the same longitudinal magnetic field, thus requiring a longer integration which
allows more time for seeing to degrade the image. Then, to create the transverse magnetic
field image, two long integrations (Stokes-Q and U), which were not obtained
simultaneously, must be combined. Also, a filter-based magnetograph which uses the
weak-field approximation (line profile method) to measure the magnetic field via the
Zeeman effect is not optimized to measure the Stokes-Q and U components. Thus
decreasing the sensitivity of the instrument to transverse magnetic fields. Cross-talk,
which is contamination of the Stokes-Q and U components by the longitudinal magnetic
field as discussed in Section 3.7.2, slight non-uniformities in the operation of the liquid

crystals and slight changes in the optimal flat field images over time must also be
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considered. In actual practice, the lower limit for reliable measurements of transverse

magnetic field on the Sun tends to be on the order of 100 Gauss.

3.6.2 Image Post Processing (Alignment and Selection)

As stated several times previously, images that are produced by ground-based telescopes
suffer from seeing, the continual shimmering caused by the atmosphere of the Earth. The
net result of seeing is that ground-based observations can not reach the theoretical
resolution that is determined by the aperture of the primary objective (a mirror in the case
of a reflecting telescope or a lens in the case of a refracting telescope). While the effects
of seeing are unavoidable, they can be minimized. When determining where to install a
ground-based telescope, the climate at the site (in the number of clear days per year) and
the seeing are both studied very carefully. Only sites that have many clear days per year
and also have relatively good seeing are selected. Then, once the location of the telescope
is determined, great care is taken when constructing the telescope and the building that
will contain the telescope so that the good seeing at the site is preserved. The building is
constructed in such a way as to maintain proper air flow around the telescope, sources of
heat are kept far away from the telescope, etc.

However, even when a site with relatively good seeing is selected and care is
taken to preserve that good seeing, the images produced by any telescope always suffer
degradation from the blurring effects of the atmosphere. This is especially the case with
images that require long integrations (many seconds) such as magnetograms (see Section
3.7.1, above).

In general, to obtain a longitudinal magnetogram (for example), many integrations

are simply averaged. During the integration, the quality of each consecutive image is
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continually changing and the images are continuously being translated (in right ascension
and declination) slightly as the quality of the seeing changes in real time. These two
effects degrade the quality of the final magnetogram. To illustrate the continuous
variation in the quality and translation of the images produced by a ground-based
telescope, a series of 256 magnetograms was obtained as rapidly as possible. Each
magnetogram contained a total of 4 integrations (for a total of 0.48 sec of integration time
each). The time between each consecutive magnetiogram is ~3 %2 seconds.

To evaluate the quality of the magnetograms, the contrast of the magnetograms
was plotted vs. the image number, as was discussed previously in Section 3.1.3.1. This
can be seen in Figure 3.23. One can see that there can be a significant change in the
contrast of an individual magnetogram in just a few seconds. (Note that there can be
significant changes in image quality on the time scale of several tens of milli-seconds, as

can be seen in Figure F.1 in Appendix F.3.1.)
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Figure 3.23 Plot of the contrast of a set of magnetograms vs. the
image number.

Figure 3.24, plots of image translation in arc-sec vs. image number, referenced to
the first image in the series. The solid line represents the translation in right ascension,
while the dashed line represents the translation in declination. One can see that, for this
particular series of magnetograms, the translation can be as much as ~3 arc-sec (~5
pixels). The result of this real-time change in translation is that the magnetogram will be
blurred during the integration by imaging an individual feature on several pixels, thus

lowering the effective resolution of the magnetogram.
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Image Shift vs. Image Number
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Figure 3.24 Plot of image translation of a set of magnetograms in arc-sec vs.
image number.

One method to mediate this degradation of magnetograms caused by seeing is to
produce many magnetograms, each with few integrations, and save each magnetogram as
a separate file (as was done in the example above). The individual magnetograms can
then be tested for quality, selecting only the best magnetograms in the set, and aligned
before integrating the magnetograns into the final magnetogram. The results of image

selection and alignment can be seen in Figure 3.25.
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Figure 3.25 Longitudinal magnetograms not using (left) and using image
selection & alignment.

The images in Figure 3.25 show a fraction of the total field-of-view of the
DVMG. In this case, the images are 75 x 75 arc-sec (as opposed to the full field-of-view
of 300 x 300 arc-sec). The left image is the integration of the first consecutive 128
magnetograms without performing any image selection or alignment. The right image is
the integration of the 128 magnetograms, which had the best contrast (from Figure 3.23)
after the magnetograms had been aligned. One can clearly see that the magnetic features
in the right image (with selection and alignment) are more clearly defined than the same
features in the left image (without selection and alignment).

The improvement made by selecting the images with the best contrast and then
aligning the magnetograms can be estimated from Figure 3.26. The solid line is a power
spectra obtained from the left magnetogram in Figure 3.25 while the dashed line is a plot
of the power spectra of the right magnetogram in Figure 3.25. The x-axis of the figure is
in arc-sec. One can see that for features that are from 3 to 7 arc-sec in size (for this

example) there is an obvious improvement in the power spectra, thus proving that
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selecting the best images and then aligning them did indeed yield an improvement to the
small scale features in these images. Of course, the primary tradeoff to gain this
improvement in small details in the magnetograms is the additional post-processing
required. However, if one is interested in studying the details of the small-scale magnetic
features on the Sun, especially during less than ideal seeing conditions, this method can

definitely improve the resolution of the magnetograms.
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Figure 3.26 Power spectra of left (solid) and right (dashed) magnetograms
in Figure 3.25.
3.7 Sample Longitudinal Magnetograms
A few sample longitudinal magnetograms (Stokes-V), both of the quiet-Sun and of an
active region, along with their corresponding 610.3 nm intensitygrams will now be

presented and some important characteristics of each will be discussed.
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As previously discussed, longitudinal magnetograms are easily visualized
immediately from their Stokes-V parameter. The magnitude and direction of the magnetic
field are represented by the intensity levels of a B&W image. All positive magnetic
fields whose magnitude is greater than a set saturation level are plotted as pure white
while all negative magnetic fields whose magnitude is greater than the set saturation level
are plotted as pure black. Any magnetic field whose magnitude is less than the set
saturation level are plotted as a gray level whose intensity corresponds to the magnitude
and direction of the magnetic field at that point.

The saturation point can be set to optimize the image so the details of the strong
magnetic fields may be emphasized (with a high saturation point) or the fine structure of
the weak magnetic fields may be studied (with a low saturation point). The value of the
saturation level will typically depend on the location on the Sun which is being imaged.
When studying the quiet-Sun one tends to use a lower saturation value since the quiet-
Sun does not contain strong magnetic fields while a higher saturation level is typically
used to view active regions to gain an overall idea of the complexity of the magnetic field
as a whole. Of course, this saturation level is only used to control the display setting of

the image and does not effect the actual data contained in each image.

3.7.1 Sample Quiet-Sun Longitudinal Magnetogram

Figure 3.27 shows a typical quite-Sun magnetorgam obtained at 15:57 UT on September
13, 2004 displayed using two different saturation levels. The left image is displayed using
a saturation level of £200 G while the right image is displayed using a saturation level of
+75 G. The contours are set to 200 G and +50 G. Red contours are typically used to

indicate the positive longitudinal fields and blue contours are typically used to indicate
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the negative fields. The magnetogram is the average of 128 pairs of the Stokes-V
parameter (34 sec total integration time). The field of view is 300 arc-sec x 300 arc-sec.

The strongest positive magnetic field in this particular image is 415 G while the
strongest negative magnetic field is -346 G. The smallest features visible are ~10 G
(some of which are marked by the white circles). One can see that the left image
emphasizes the overall structure of the relatively weak quiet Sun magnetic fields, which
make up the network field, while the right image emphasizes the very small scale
structures (on the order of 1 arc-sec or 725 km) and the weakest magnetic elements on the
Sun while the details of the stronger fields are saturated.

Figure 3.28 shows a magnetogram obtained under comparable seeing (to the
magnetogram shown in to Figure 3.27) at 16:32 UT, 35 minutes after those displayed in
Figure 3.27, obtained (the contrast of the Vg component used to create the magnetogram
shown in Figure 3.27 is 1.98% while the contrast of the Vg component used to create the
magnetogram shown in Figure 3.28 is 1.90%). A careful study of the fine details of these
images will reveal changes in the small scale structure of the magnetic field, even over
this short time. The white circles in both figures mark the locations of a few examples

where changes can be seen.
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Figure 3.27 Quiet Sun longitudinal magnetogram acquired at 15:57 UT on
September 13, 2004.

Figure 3.28 Quiet Sun longitudinal magnetogram acquired at 15:57 UT on
September 13, 2004.
Figure 3.29 is of the 610.3 nm intensitygram (shown for completeness) which
corresponds to the magnetogram in Figure 3.27. Note that there are no sunspots in this
image because the magnetic fields found in the quiet-Sun are not strong enough to

suppress the convective heat transfer from beneath the photosphere (Section 1.2).
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Figure 3.29 610.3 nm intensitygram obtained at 15:57 UT.

As discussed previously, longitudinal magnetograms (Stokes-V) alone are
sufficient to accurately represent the magnetic field of the quiet-Sun, especially when
viewed at or near the center of the solar disk, because the magnetic fields of the quiet-Sun
are mostly vertical to the solar surface and the transverse components (Stokes-Q & U) are

basically zero.

3.7.2 Sample Active Region Longitudinal Magnetogram

Figure 3.30 shows longitudinal magnetorgams of active region NOAA 10652 on July 23,
2004. The left image is displayed with a saturation level of £750 G while the right image
is displayed with a saturation level of £200 G. The contour levels are set to +500 G and +
200 G. The field-of-view in both cases is 150 x 150 arc-sec. Again, one can see that the
image with the higher saturation level emphasizes the overall morphology of the active
region while the image with the lower saturation level allows one to study the details of

the weaker magnetic fields.
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Figure 3.30 Longitudinal magnetogram of active region NOAA 10652 obtained
July 23, 2004.

A few remarks regarding the magnetogram of NOAA active region 10652 in
Figure 3.30 above. First, the magnetic field at the center of the sunspots (corresponding
to the umbras of the sunspots) appears to be weaker than those fields found further from
the center of the sunspots. This can easily been seen in the left image of Figure 3.30 as
the “holes” in the positive (white) magnetic field. This is an example of Zeeman
saturation (Section 2.9.1). For a brief review, recall that the splitting of the absorption
line used to measure the magnetic field is a function of the strength of the magnetic field.
Using the weak field approximation, the DVMG infers the strength of the magnetic field
on the Sun by measuring the difference in intensity of the right and left-hand polarized
(in the case of the longitudinal magnetic field) light from the Sun in the wing of the Ca Il
610.3 nm absorption line. However, if the splitting becomes too great, this approximation

no longer holds true and the strength of the magnetic field is no longer a function of the
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difference in intensity between the two polarizations. Hence, the name weak field
approximation (see Section 2.9.1 for a more detailed explanation of Zeeman saturation).

Also note that while the active region is generally bipolar — the leading (western)
part is positive (white) and the following (eastern) part is negative (black) — also note that
there is some negative magnetic field mixed in with the positive and some positive
magnetic field mixed in with the negative (this is more clearly seen in the right image in
Figure 3.30). This effect is known as “magnetic mixing”. Areas of an active region where
magnetic mixing is present tend to be the most interesting because these areas typically
have large gradients in the magnetic field and also the magnetic fields tend to be highly
twisted. Thus, the areas of magnetic mixing tend to be the locations where large amounts
of energy are stored and the likelihood of a solar flare in areas of magnetic mixing tends
to be high. While the gradients in the magnetic field can be determined from the
longitudinal magnetic field (Stokes-V) by plotting the contours (as in Figure 3.30) the
direction of the transverse magnetic field needs to be plotted to see the twist. Displaying
the full vector magnetic field will be addressed in Section 3.8.

Figure 3.31 shows a 610.3 nm intensitygram which corresponds to the
longitudinal magnetogram shown in Figure 3.30. The total integration time is 120 ms.
The image has been corrected for dark signal and flat field non-uniformities and has been
edited using an unsharp-masking technique to allow details in both the quiet-Sun and the
penumbras of the sunspots to be viewed simultaneously. North is to the top and east is to
the left. Note that the umbras of the sunspots correspond to the strongest magnetic fields
while the penumbras of the sunspots correspond to somewhat weaker magnetic fields

(Section 1.2).
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Figure 3.31 610.3 nm intensitygram corresponding to the magnetogram shown

in Figure 3.30.

3.7.3 The Limb (Canopy) Effect

At the beginning of Section 3.8, it was stated that the magnitude and direction of the
longitudinal magnetic field is represented visually by the gray scale value of the
longitudinal magnetogram. In the actual data, the magnitude is represented by the scalar
value in each pixel and the direction is represented by the corresponding sign. This
remains true. However, it must be keep in mind that the review of magnetic field
components as discussed in Section 3.7.2.1 above.

Recall that the coordinate reference for the longitudinal magnetic field is the line-
of-sight. If, for example, the magnetic field is pointing towards the Earth, it is perceived
as positive (white). It must also be noted that the line-of-sight is continually changing due
to the rotation of the Sun (recall that the Sun at the equator completes one rotation in ~28
days). For example, when a positive (white) mono-polar area of an active region is

carried near the solar limb by the rotation of the Sun, the limbward portion of the field
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will begin to point away from us. Note that this is not a change in the actual direction of
the magnetic field, relative to the solar surface, but simply a projection effect due to the
changing line-of-sight due to the rotation of the Sun. Thus, the longitudinal magnetic
field in that area will now appear negative (black).

Figures 3.32 shows an example of the limb effect, including a schematic of the
fan-like structure of the magnetic field. The image on the left shows a longitudinal
magnetogram of NOAA active region 10663 on August 25, 2004 when it was near the
center of the solar disk with a corresponding schematic of the solar magnetic field while
the image on the right depicts the same active region several days later on August 30,
2004 later when it was near the solar limb. Note that the leading (westward, on the right
identified with the circle) portion of the active region is a positive (white) sunspot. Note
that the limb-ward portion of the main sunspot has reversed polarity from positive (white)
to negative (black). From the schematics in Figure 3.32